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PREFACE

Technologically Assisted reading framework for by challenged is assistive
technology for visually challenged person that baip then in reading the printed
books, typed documents, journals, magazines andpagers, and computer displays
of emails, web pages, and railway/airline inforrmatand bookings etc like normal
persons. It can provide the visually challenged@erthe capability to read with the
help of Optical Character recognition and Text pe&h Conversion technology in
which the visually challenged person captures thage of the surrounding having
text. This captured image is the input to the syséamd then this image is passed to
an Optical Character Recognition which recognitestext information present in
the input image and returns an output ASCII or Tleat file. The text file is then
passed to a Text to Speech converter that contletsext file into corresponding
speech signals using various mechanisms and teeckile is communicated to the
visually challenged person. Hence the visually lelngled person instead of reading
gets to hear the textual information captured bgn.hWhile working on the
framework we came across the issues that can dffeciccuracy of the framework
or even can lead to the communication of inappateriextual information. These
issues are the presence of Blur and differentihghtonditions or the noise in the
captured image. As the image is captured by vigudlallenged person while on the
move and the person not being an expert in cagiumage, the image is bound to be
affected with some blur and different contrast @ffer noise. In order to overcome

this problem we have introduced two extra stepghénframework that are deblurring
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step and preprocessing step before Optical Char&seognition. The deblurring
step is responsible for the restoring the blurmgolii image so that it can give an
accurate recognition otherwise blurred image cad ko false or no recognition of
the textual information at all. This can affect #féciency of the overall framework.
For deblurring we have developed new deblurringomigm using blind
Deconvolution technique by iterative estimation Pdint Spread Function and
evaluation using Average Word Confidence metricsettged by us. After the
deblurring process we get the restored deblurredy@rbut due to the Deconvolution
process the noise gets amplified hence the resultablurred image need to be
preprocessed before the next stage Optical Charaateognition. In the
preprocessing step we perform the morphologicalatjmms such as thresholding
and Binarization in order to convert the image igg@y scale image and then
Binarization converts the image input binary Imagee binary image thus obtained
is send to an Optical Character Recognition for rbeognition of text. Optical
Character Recognition segments the preprocessegeimto text and non-text boxes
and then the text in the text boxes is used furtfie text in the text boxes is
segment into line then into words and lastly intalividual character. After
Segmentation next step is the recognition step hichvthe individual character is
recognized after segmentation and ASCII or teetilgenerated as the output of the
Optical Character recognition. Text to Speech emgierforms the preprocessing
operations on the text file. So that the text isrexted for the spelling mistakes,
abbreviations and acronyms are handled in text alization. Various

Morphological operations of text to speech areqrened for proper pronunciation of
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word in Linguistic and syntactic analysis. Aftereprocessing step the next step is
speech generation which involves various typesifrimediate conversion. Last step

is the voice rendering step to get the speech out@i is communicated to the

captured by him.
During the development of technologically assistedding framework there have

been several findings that are as follows

Development of Reading framework for visually chatied using Optical
Character Recognition and Text to Speech synthesis.

- Finding the issues of blur and different lightingndition that affected the
accuracy and the efficiency of the overall frameuwor

« Developed new algorithm for the text deblurring ngsiBlind image
Deconvolution technique using the single blurrgguinmage without having
any information about the Point Spread FunctiotherBlurring process.

- Improved the existing model by introducing two step the existing model
that were deblurring step and preprocessing stéprdoeéptical character
recognition.

- Development of Robust reading framework for vispalhallenged person
that can handle the ideal as well as unexpectad sych as blurred, skewed
and noisy input image.

Based on the above findings this reading framewforéls its application in the
reading for visually challenged in which they casad printed books, typed
documents, journals, magazines and newspapersjngasigns, notice boards and
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computer displays of emails, web pages, and raflmdinpe information and

bookings etc like normal persons.

The directions for the future work are developmehtnew technique for blur

removal Computational Neural Networks (CNN) andnthategrate the overall
system. As a future work we would like to develbp assistive technology for the
vision, writing and movement of the visually chalied person.
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CHAPTER 1

INTRODUCTION

The World Blind Union (WBU) [1] on behalf of blindnd partially sighted persons
of the world estimates 258 million blind and vidualhallenged persons in about 190
countries, of this about one third of them arendid. Conventionally it is accepted
that the visually challenged people, especially hben blind, can do very limited
types of jobs. The reasons for this restricted eanfgobs is twofold — firstly, society
finds that they are not suitable for certain typefobs because of the need to protect
the worker and the people around the person, thendereason being that the
visually challenged could acquire very limited krledge and skills. Most of the
effort of the visually challenged individual andcszy goes to make out that the
person lives in the world comfortably with the helpdevices like Braille, canes and
dogs etc. The support cost for the visually chaiehis considerably high. The
existing Assistive technologies [2][3] have helgkd visually challenged in different
ways at different point in time. However most oésk technologies tried to provide
minimal support so that the challenged person s &b survive rather than lead a
fuller life. However the current ICT technologieavie the means and capabilities of

restoring the fullness to life by making the chadled person to live life like any one



of us. The moment we provide the capabilities thauld make the visually
challenged to behave like normal human being, gteotproblems associated with
the challenged would disappear. The person can keay discipline or activity and
contribute to the society and have the same qualitiye as anyone else. The dream
of providing the near-normal capabilities to theudlly challenged through the use
of Information Technology is worth taking up with the associated technological
and cognitive challenges. The technologically asdiscapabilities [4][5][6][7]
should create equal opportunities to the visudigllenged in their study and work in
their chosen areas, and help them to have bettdityqof life. The technologically
assisted capabilities include reading, seeing,imgitand moving around in a
predefined environments like schools, laboratorresds, buses, offices, railway
stations, airports etc, which the visually challetigperson comes across for learning

and carrying out the work in their daily life.

1.1 CHALLENGESFACED BY THE VISUALLY CHALLENGED

* Reading from conventional books, documents, esliecrhen they contain
diagrams, graphs, tables etc. This is importattiefvisually challenged have to
read books and documents to acquire domain knowladgsciences, social
sciences, engineering and medicine etc. This oppibytdoes not exist for them.

» Seeing and interpreting everyday objects, imagemnwgs, etc. within the
house and outside (like tables, chairs, books, wittin the houses; obstacles,

pavements, bus stops, ditches on the road; warsigngs on the road, traffic
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signal status; numbers or names on the doors awelspuoad and place names;
train arrival, departure information displays; astgects that are normally found
in the house, super markets, and in work envirotspemhis capability is
essential for the person to move around and uratefghe surroundings without
the help of others. This will enhance the mobildf the person and self-
confidence.

Writing notes, documents, reports etc. without eegard to the size and shape of
the paper. The capability includes electronic rdeca (e-writing) and manual
writing.

Moving and working around in the houses, workspaees public places etc,.
The work may include manual work such as workinganden, using tools such
as screw drivers, saws etc., fixing electrical @mtions, resetting MCBs etc,
white collar work such as working with files, andtdllectual work such as
reading, working in the labs, participating in thaiscussions, making
presentations, teaching etc.

Learning about new objects such as tower bolt, oemcepts like height, color
which can be perceived through vision (A visualihalblenged has to imagine a 12
m height tree or how a tower bolt looks like andvhbworks) is a challenging
job. The strategy of converting the visual inforroatto a stream of audio
information requires formation of concepts and rthe@presentation through
words. Considerable cognitive challenges are tostkeed with so that the
communication is effective. The other difficulty tisat the visual information is

essentially parallel in nature (when we see aneapl get the information on the



size, color, shape, texture, freshness simultamg@oasd the audio information or
any other symbolic information is sequential inunatand the challenge lies in

developing a protocol for this communication.

Once the visually challenged person overcomes tlmdations, he/she would find

no difficulty in learning what he/she wants and king where he/she wants. Thus it
would dramatically improve the quality of life fanis visually challenged group. In
this thesis we have worked on the reading challerigeed by visually challenged
person and tried to overcome this problem withhiblp of development of a reading
framework for visually challenged which uses therent technologies such as
optical character recognitions [2] and text to shegynthesis [2]. With the help of
these technologies visually challenged person atuce the image of the text
information with surrounding and then the acquirext information will be

communicated to him as speech. Hence the visudllenged person will hear

whatever text information he captures.

1.2 SCOPE OF THE WORK, APPROACH AND CHALLENGES

The work proposes to take up the following worlptovide substantial capabilities to
the visually challenged persons. The work is ambgi and needs to address
considerable technological and cognitive challengexl has to integrate diverse
existing technologies and the new technologiesetaédveloped. The major elements

of the reading framework for visually challenged as under:
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Visually challenged should be able to ‘read’ normahted books, typed documents,
journals, magazines and newspapers, and compsgag of emails, web pages, and
railway/airline information and bookings etc likermal persons. The documents may
contain text besides pictures, diagrams, tablescigbsymbols and yet the person

should be able to grasp the essence of thesectstifa

Approach

Technologically assisted reading framework for a&lu challenged will help the
visually challenged person to read normal printedks, typed documents, journals,
magazines, newspapers and computer displays ofssmab pages etc like normal
persons. It is a system based on image processidgpattern recognition using
which visually challenged person carries or weapoiable camera as a digitizing
device and uses computer as a processing devitellid camera captures the image
of the textual information to be read along witle thurrounding data. An Optical
Character Recognition (OCR) system segregatesntlagd into text and non-text
boxes and then the OCR converts the text fromekeloxes to ASCII or Text file.
The Text file is converted to voice by a Text toe8gh (TTS) converter. Thus
visually challenged person would ‘hear’ the teXbrmation that has been captured.
So this technology can help the visually challengedead the captured textual
information independently which will be communiahte him as voice signal output

of a Text to Speech converter.



OCR |—| TTS ——+‘))

Figure 1.1. Overall System Overview

Challenges

The above process involves the following tasks:

Digitization of the page.

Appropriate framing of the page including adaptioin different page sizes and
autofocus.

Elimination of the effect of blurring from capturédage.

Elimination of effects of contrast changes and @ogmnoval.

Identification of text.

Conversion of text to voice.

Integrating the system into a workable and portapttem

1.3 ASSISTIVE TECHNOLOGY FOR VISUALLY CHALLENGED

The Assistive Technology for visually challenged cdsnceived to provide total

support to the visually challenged in an integrateghner. The assistance provided

6



by this system should make the challenged perstependent of the support from
others and allow the person to use conventionaluress used by the common man
without recourse to special devices like Braillglking sticks etc. No doubt that all
this would be succeeded by the next generatiomtdobies that would interface
directly with respective activity centers in theaior, and repair and replace eyes and
associated nervous systems. Till those technolapeear on the scene, one could
use the currently available assistive technologiesgood effect. The major
challenges that are faced by the visually challdrge reading from conventional
documents, seeing and interpreting images, warnamgsouncements, objects in the
study and work environments, writing documentsprepetc., and moving around in
the houses, workspaces, roads, public places @wge the challenged person
overcomes these limitations, he/she would find ifficdlty in learning what they
want and working where they want. Thus it wouldndagically improve the quality

of life of this target group.

The broad goal of the work is to develop assisteehnologies for the visually
challenged that would provide them with the capiéd that are similar to those of
the normal people. The objective of the work covdeveloping the specific
technologies of reading in an integrated mannee. Tdading technology’ assists the
visually challenged to ‘read’ normal printed bookgped documents, journals,
magazines and newspapers, computer screens, raldiags announcement screens
(referred to as targets). The information on theeseens may contain text, equations,

computer programs, boxed text, tables, picturesciap symbols, etc. The



information from the targets may simply be readhsy technology device or may be

read in an interpretive manner depending upon dhéegt.

1.4 OPTICAL CHARACTER RECOGNITION (OCR)

Most of the reading frameworks for visually chaied [11] till date has used
Optical Character Recognition in one way or theentfOCR is image processing
technology [12] in which we extract the text prdasenthe image and then output it
as a Text file. Input to the Optical Character Rggtion module is the acquired
Image ideally it should be an uncompressed Bitnmagge. With the advent in the
technology today we can extract the text from es@mpressed Images. On the input
image we have to perform various pre-processingadipes such as binarization
[13], blur removal, skew correction, and noise rgaistep [14] in order to increase
the accuracy of the OCR and to prepare the imagé&fther processing. Then text
and non-text segmentation [15][16][17] is perforntedsolate text information from
graphics, segmented text is then segmentatiorvarious lines and is known as Line
Segmentation. From each line we segment differemtisvand then these words are
segmented as individual characters known as clearigstel segmentation. Character
recognition [19] of the individual character is feemed and output will be the Text

file containing the recognized text.



Input Image

L 4

‘ Pre-processing ‘

l

Text Non-Text Segmentation

Line Segmentation

l

Word Segmentation

J

Character Segmentation

Character Recognition

Text file Output

Figure 1.2 Architecture of Conventional Optical Character Recognition.

The main limitation associated with OCR Engine ithwhe input images affected
with any kind of blur or noise. Blur in the image daused due to the movement of
the capturing device or the object to be captutetiextime of Image Capture. This
problem was not addressed by the previous Readnagndwork for visually
challenged persons. We have taken this problemciomsideration and have come up
with one of the efficient cost effective technigieeremove the Blur in the image

using blind Deconvolution Algorithm with the helg éverage word confidence
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Metrics of the optical Character recognition. Thues remove the blur present in the
image and then it send for Optical Character Reitiogn Thus the recognition rate
of the text increases and the overall reliabilitythee System increase drastically. As
in the previous system the blurred input image gbaAaad to the misrecognition and
thus the wrongly detected text was communicatedba® to the visually challenged

person which is not acceptable in any circumstances

15 TEXT TO SPEECH (TTS) ENGINE

After the Optical character recognitions of the ¢rmave get the text file as output.
Now text has to be converted to speech or Bradldhat the visually challenged
person can understand it. Text to Speech Enging2[A(28] converts the text output
from OCR engine to its corresponding speech oufert to speech Engine initially
works by performing the preprocessing operatiotheninput text file. This is done
in order to increase the efficiency of the textspeech generation. After this step
speech generation is performed for the preprocdssédlhe preprocessing step [26]
prepares the input text file for further procesdimg operations like text analysis, text
normalization and then translating into a phoneatic some other linguistic
representation are performed. During Preprocegsiagpell checking is performed
this helps in correcting some misrecognized textinguthe Optical Character
Recognition on the text based on the punctuatiomksn#ghe formatting of the
paragraph is done. The abbreviations and acronyrashandled in the Text
Normalization [26] which enhances the speech oufplis helps in communicating
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the meaningful speech to the visually challengedqe Morphological operations
for the proper pronunciation of the word are perfed in the Linguistic analysis
followed by syntactic analysis to facilitate in liéing ambiguities in the Input text.
Now the speech generation process involves vasteps such as phonetic analysis
that is useful in finding the phone level withiretivord. Each phone level has the
information about the sound tagged with it to bedoiced. Grapheme to phoneme
conversion is the next step based on the dictiordnig is followed by the prosodic
analysis [30] which attaches the pitch and the tthmainformation for the speech
conversion. Speech synthesis is the last stephwhimlves voice rendering to get

the speech from the text to speech Engine.

16 THESISLAYOUT

In the thesis a robust framework has been develagedh will communicate the
text captured by visually challenged person inftren of speech. This will help him
to get the knowledge about the surrounding. Theegmed framework overcome two
problems that were not addressed before, firgtafdaptured image is affected with
the blur and second if the image is affected witd any kind of noise then the
overall system accuracy was at stake. We have migtimtroduced new steps in our

approach but also came up with the successfulisoltd this problem.

The thesis starts with introducing the TechnololfycAssisted reading framework
for visually challenged and technologies used enftamework. The challenges faced

11



by the visually challenged person in their day &y tife are briefly explained along
with the scope of the reading framework for theuals/ challenged person. The
opening chapter also covers the reading frameworkvisually challenged person
and details of Optical Character Recognition amtl tie speech engine.

Chapter 2 is the literature review on the assistive readmagnework for visually
challenged this chapter deals with the study ofdkisting system. It contains the
description of various applications proposed faueily challenged along with the
review of Optical Character Recognition Algorithieasd Text to Speech Engine. In
Optical Character Recognition the architecture @$seract OCR engine is discussed
and in Text to Speech Engine the various TTS Endeweloped are discussed along
with conclusion.

Chapter 3 deals with the Image degradation and Restorati@aeVlin this blur
model and types of blur along with the noise masléliscussed in image degradation
and classical Image restoration and Blind imag&ragon techniques are discussed
in Image restoration model in detail along its type

Chapter 4 Text Deblurring using OCR word confidence coveng tdeblurring
process using the OCR word confidence metrics.rélaed work in text deblurring
is described along with proposed algorithm with #stimation of point spread
function for motion blur. In the estimation of mmti blur both blur length and the
blur angle are iteratively estimated based on tidaevof average word confidence.
The result of the algorithm is represented usiggrés and the table containing the

results. Finally the result analysis is followeddmnclusion and future work.
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Chapter 5 Robust Assistive reading framework for visuallyallbnged in this
chapter we proposed and successfully came up witwaframework which is more
reliable and efficient than previous system asoititains two more steps than the
previous system that are deblurring step and poegsing step before OCR. This
chapter contains the detailed proposed approadchitg, working of the deblurring
step and preprocessing step on the resultant imeigee OCR. These two steps are
followed by the Optical Character Recognition almel Text to Speech Conversion in
detail.

Chapter 6 contains the conclusion of the technologicallyisaed reading framework
for visually challenged how it works what are itbvantages over the previous work
done. In this section we have compared our appradgtththe previous approach and
with the help of the table we have shown how oupregach is better than the
previous approach. Future works are also descrsoethat in the near future there
can be further research in this area of assistelthtdogy for visually challenged
person and this could increase the quality of difehe visually challenged person

and can make them independent in their life.
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CHAPTER 2

REVIEW ON ASSISTIVE READING FRAMEWORK FOR VISUALLY

CHALLENGED

Objective of this chapter is to review various a@whes used for providing the
assistive reading framework for the visually chadjed persons. A lot of research is
being done for visually challenged to help themiving a quality life. This thesis
studies the existing assistive technology for Miguahallenged and proposes a
robust reading framework for visually challengetieTpresented reading framework
will help the visually challenged person to readrnmal printed books, typed
documents, journals, magazines, newspapers andutengiisplays of emails, road
signs, web pages etc on the go like normal perdons.a system based on image
processing and pattern recognition using whichallgwchallenged person carries or
wears a portable camera as a digitizing device us®$ a portable computer as a
processing device. The camera captures the imageedext to be read along with

the relevant image and data. An Optical CharactecoBnition (OCR) system
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segregates the image into text and non-text baxegheen the OCR converts the text
from the text boxes to ASCII or Text file. The TdKe is converted to voice by a
Text to Speech (TTS) converter. Thus blind personld/‘hear’ the text information
that has been captured. So this technology canthelwisually challenged to read
the captured textual information independently \Wwhigll be communicated as voice

signal output of a text to speech converter.

21 REVIEW OF READING FRAMEWORK FOR VISUALLY

CHALLENGED

Most of the technology proposed for visually chadjed person is based on image
acquisition and then extraction of the text frone tmage with the help of Optical
character Recognition technology also known OCRenTiext file output of the OCR
engine is converted to speech with the help of textspeech (TTS) synthesis
technology. Thus the visually challenged persors getlisten whatever the text is

being captured by him. The Fig.2.1 shows the detdiconventional system.

Image Capturing | ™ | Preprocessng | BINARY | Optieal Character | TEMT Text to Speech
r ey n ' '_. f
Device DMAGE Steps MAGE necognition FILE {TTS)
i ' —
—_— —_— f'f--- Piga 8
“ Obisctwi . Speech Outputof ™
( ObjectwithText )
k"-—_._ ._—-""; Text /
— -

Figure2.1 Architecture of Reading Framework for Visually Challenged
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22 IMAGE ACQUISITIONBY VISUALLY CHALLENGED

In Image acquisition visually challenged person hascapture the image of
document, book, warning sign, computer display, aaage, journals and newspaper
this is done with the help of capturing device sashportable mobile camera or any
kind of specially prepared device that can captiieemage of the document to read.
As the Image will be captured by a visually chaijeth person the image will contain
the document text as well as the surrounding. Impage will also be affected with
the effect of noise caused due to different lighttondition, effect of shadow, skew
and blur. This will make the localization of thext@ challenging problem. Various
text extraction techniques have been proposedhertéxt localization in natural
scene [16] which can localize the text present oaptured image. The Geometric
rectification of captured image [18] will requiremoving the effects of skew which
makes the recognition of text difficult. As in tlvase discussed in this thesis the
image is captured with a portable camera thereti®fl possibility that the image
captured is affected with the effect of blur. THerkencountered will be the motion
blur as the image is captured on the move. Motitur 5 caused due to the
movement of the scene or the capturing deviceeatitiie of image capture. In all the
previous proposed system none of the system has talire of the blur in the
acquired image. An extra step is required befoeeQRR that should take care of the

motion blur and various noise removals after thege acquisition process and
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before the OCR. This can increase the accuradyeo©DICR and this will increase the

overall efficiency and reliability of the system thre whole.

2.3 PREPROCESSING STEPSINVOLVED BEFORE OCR

As the image is acquired by the visually challengedson it will be associated with
a higher degree of complexities such as effect lddew, different lighting
conditions, effect of skew and blur. If the inpotage is affected by the skew and the
blur then taking care of the blur in the imagessemtially an important step. Blur in
the image is mainly due to the motion of either thgect or the capturing device

mainly camera at the time of image capture thie typblur is known as motion blur.

gix,y) =f(x,y) *h(x,y) + n(x,y) (2.1)

In expression (2.1) Blurred Image can be modelethasconvolution of the ideal
image f (x,y) with the blur kernel or the Point Spread Functidqw, y) to get the
blurred Imageg(x,y) with additive noisen(x,y) which is induced at the time of
image capture. Motion blur kernel also known asnP8pread Function (PSF) is the
function of two parameters which is length of biuand angle of bluf. Therefore,
motion deblurring tries to estimate the blur kerhét, y) and then it performs the
deconvolution operation which is the inverse of\waation operation to recovers
Original imagef (x, y) also known as latent Image from the blurred im&gken the

text document to be captured translates with aivelarelocity V in respect to the
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camera, the blur lengtlh in pixels iSL = VTexposure Where, ExposurelS the time

duration of the exposure. The expression for madbion is given as,

1

7’ if0<|x|<Lcos@;y=Lsin0
|

kO, otherwise

When the angle of blu§ = O, it is called horizontal motion blur. In debiag the
original image f(x,y) requires the deconvolution of the P&kx,y) with the
observed imagg(x,y). In most of the cases the PSF is known prior te th
deblurring this type of deblurring is done using thassical well known techniques
such as inverse filtering, wiener filtering , leasfuare filtering, recursive Kalman
filtering are available. The Blur model is coveredletail in chapter 3 along with the
different deblurring techniques. If the deblurrethge or the resultant imagéx, y)
after deblurring operation is affected with thewgkben the image is de-skewed by
finding the angle of skew and then the image iateat to get the image which is free
from the effect of skew. To make the recognitiontloé text form the image an
effective process using an OCR we require varidasdard preprocessing steps

before applying the OCR engine.

18



24 VARIOUSAPPLICATIONS PROPOSED FOR VISUALLY

CHALLENGED

In mid 90’s Xerox launched a device called “Readidpe”, which scans printed
materials and read it out load to a user. It alsivides a Braille interface so that a
blind person may read the content in Braille. Tleadng Edge devices incorporate a
scanner, speech generation software system, andilie Bxeypad for editing. Users
could adjust the reading speed and have a choiomefspeaking voices. While the
device was a handy aid for a blind person, slugage required significant effort. A
book has to be laid in proper orientation for ib®scanned. Also the unit, due to its
size and weight can’t be freely carried. One of Amelroid applications proposed is
R-Map [33] it uses the camera to capture the Im@g#ical character Recognition
and text to speech engine are used to provideaeldud service. Mobile phone has
lower processing power than a desktops or Notebobksvever to provide a
processing power that can work in real life envinemt in mobile phone is difficult.
Mobile camera may lead to various problems in thage like Skew, Blur, curved
base lines and auto focus mechanism etc. theraumsirg the best available OCR to
fail. Tesseract OCR [41] engine is used which plesi text segmentation and
recognition. The recognized text is send to TexiSpeech (TTS) engine for further
text to speech synthesis. Due to limited mobileagrsize it is hard for a visually
challenge person to take the image of the longtguirmaterial. Some Indian
researchers has proposed a Reading System forl¥i§irallenged [34] that uses a

scanner to scan the document image which is gigea Bput to the OCR module
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which performs the text and non-text segmentatimh @aecognition and generates a
text file as output which is converted to the speleg Text to Speech Module. The
difficulty with this is a visually challenged pers@annot put the document into the
scanner in proper orientation. Chucai Yi, et abpmsed a portable Camera-Based
text and product Label reading for hand held OBjéat Blind persons [35], this help
blind person to read the text label and produckagiog from hand held object in
their day to day life. A motion based Region ofehatst (ROI) [35] is proposed by
asking the user to shake the object. This methac&xs the moving object from its
complex background then text extraction and redammis performed on the object.
The recognized text is outputted to the blind ascesousing text to speech
mechanism. Trinetra [36] by Patrick E.Lanigan, ketis a cost-effective assistive
technologies developed for visually challenged per® make them independent in
their life. The objective of the Trinetra systemgigality improvement of the life of
visually challenged with the help of different netked devices to support them in
navigation, shopping and transportation. Trinetrsesu barcode-based solution
consisting of combination of off-the-shelf compotsgrike Internet and Bluetooth-

enabled mobile phone, text-to-speech software grattable barcode reader.

Table 2.1 Comparison between different applications proposed for Visually

Challenged
Application Function Technology Disadvantages
Name Used
Reading Scans printed Scanner, A book has to be laid in
Edge materials and read i Speech proper orientation for it to be
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out load to a user

generation

scanned. Also the unit, due to

software its size and weight can’t be
system freely carried
Mobile phone has lower
, processing power than
It' an.andr0|d . desktops.
application uses the Mobile
R-Map[33] | captured Image, to| Camera, OCR Mobile Image are effected
provide read out loud and TTS with Skew, Blur, curved
service base lines and auto focus
mechanism
This method extracts
Camera- the moving object A motion
Based text| from its complex | based Region This application is for only
and product| background then of Interest specific purpose that is for
Label recognized text in the (ROI), OCR shopping only.
reading[35]| object is outputtedtq and TTS

the blind as voice.

Trinetra[36]

With the help of
networked devices to
support Visually
challenged person it
navigation, shopping
and transportation

-—

Internet and
Bluetooth-
enabled
mobile phone
text-to-speech
software and
a portable
barcode

reader

This application requires
barcode reader which can k
used for only specific
purpose such as Shopping.

e

25 REVIEW OF OPTICAL CHARACTER RECOGNITION (OCR)

ALGORITHMS

Most of the above used reading frame work usedc@ptCharacter Recognition.

OCR is image processing technology in which the itexhe image is extracted and

converted into a text file. Input to the Opticalaécter Recognition module is the
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acquired bitmap image. On the input image we havepdrform various pre-
processing operations such as Binarization, Blaronaal, skew correction [10] and
noise removal step. Then text and non-text segrtients performed to isolate text
from graphics, segmented text is then segmentatiorvarious lines. From each line
we segment different words and then these wordssaggmented as individual
characters. Character recognition of the individiraracter is performed and output
will be the Text file containing the recognizedttekesseract [41] is an open-source
OCR engine that was developed at HP between 1984 39%. Tesseract was a PhD
research project in HP Labs, Bristol, and becammois as commercial OCR
engines due to failure of previous OCR engineseast Quality print. Tesseract work
concentrated more on improving rejection efficiertbgn on base-level accuracy.
Tesseract was released as open source softwarePby F2005. After Tesseract
overpowered different commercial OCR engines of tinge when it was sent for the

Annual Test of OCR Accuracy at UNLV in 1995.

2.5.1 Architectureof Tesseract OCR Engine

Tesseract [41] assumes binary image as input wtiigpnal text regions defined
optionally. Initially the outline of the components extracted with Connected
Component Analysis. This was expensive step attitinat but it had the advantage of
recognizing the inverse text easily like black-ohite text. At this stage, outlines are
collected together, purely by nesting into Blob&l3 are organized into text lines,
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and the lines and regions are analyzed for fixéchpdr proportional text. On Text
lines word level segmentation is performed accaydia the type of character
spacing. Fixed pitch text is broken immediatelydbyaracter cells. Proportional text
is broken into words using definite spaces andylgzaces. Recognition is a two-
pass process. In the first pass, each word wagmexsd. Satisfactory Recognized
words are passed to an adaptive classifier asirigaitiata. The adaptive classifier
then gets a chance to more accurately recognizdaerr down the page. Since the
adaptive classifier may have learned few usefuldsdoo late to make a contribution
near the top of the page, Second pass is run begpdge for better result, in which
words that were not recognized well enough aregmieed again. Fig.2.2 shows the

overall architecture of Tesseract OCR engine.

Adaptive Connected Componant Find Taut Line Recognize Racognize
Thresholding Analysis and Wards Word Pass 1 Word Pags 2

Input Text Extracted

Image Tet

Figure 2.2 Overall Architecture of Tesseract OCR Engine.

23



26 REVIEW OF TEXT TO SPEECH ENGINE

After the Optical character recognitions of the ¢mave get the text file as output.
Now text has to be converted to speech so thavithally challenged person can
understand it. Text to Speech Engine convertsekiedutput from OCR engine to its

corresponding speech output.

2.6.1 Architectureof Text to Speech Engine

Text to speech Engine [50] [51] works by initiapgrforming the pre-processing on
the text and then the speech generation is perfbriike preprocessing module
prepares the input text for further processing dperations like text analysis, text
normalization and then translating into a phoneatic some other linguistic

representation are performed. In preprocessingpkt checking is performed on the
text based on the punctuation marks the formattinipe paragraph is done. In text
normalization the abbreviations and acronyms aredlled. Text normalization

enhances the speech output. In Linguistic analgsisphological operations for
proper pronunciation of word and syntactic analysis facilitate in handling

ambiguities in written text is performed. Speecleagation process consists of
phonetic analysis which is used to find the phawell within the word. Each phone
is tagged with the information about the soundrmdpce and how to be produced.
This is followed by Grapheme to phoneme converbased on dictionary. Next step
is prosody analysis which attaches the pitch amdtaun information. Then after the
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speech synthesis that is rendering of voice wetlgetspeech out form the text to

speech Engine. The Fig.2.3 shows the overall actite of Text to Speech Engine.

Tt Analysis Phonetic Analysis Prosadic Analysis Speech Synthesis and
Tent Normelization | | Grapheme to Phoneme | Pitch and |, VoiceRendering
Linguistic Analysis Conversion Duration Attachment

5
Input Taxt Output
rﬁ s Spasch
I e

Figure 2.3 Overall Architecture of Text to Speech Engine.

2.6.2 Various Text to Speech (TTS) Engines developed

Considerable research has been done for the taséxbto speech conversion. A
screen reader in Indian languages has been design&gpeech and Vision Lab in
Language Technologies research centre at IlIT Hyoka named Reading aid for
visually impaired (RAVI) [42]. The screen readingftevare (RAVI) is an assistive
technology to help visually impaired people to useaccess the computer and
Internet. RAVI uses text-to-speech technology teaspout the contents on the
current screen (display) of a computer system. e PC based software system.
For wide adoption of the envisaged system supparstrbe provided for Indian
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languages. Due to presence of large number of nndiaguages and scripts this task
is going to be huge. Effort have been made to aorindian text to speech at various
institutes, like ‘ACHARYA'’ at IIT Madras, TTS fomultiple Indian languages at
CDAC, KGP-Talk at IIT Kharagpur, TTS for oriya lamgge at utkal university etc.
Today many mobile phone company provide Text toesbefacility. Google has
introduced TTS for android based phones availablénglish, Spanish, French and
Italian languages. All these research identifythafsresearch issues and a new
system can be build upon all this existing workd&velop capability to generate

speech from multiple Indian language texts.

2.7 CONCLUSION

Based on the review [39] it is evident that to stsaivisually challenged person the
image captured from the capturing device can bd tsacquire the knowledge by
converting the text in the image to speech withhip of OCR and TTS engine. But
a lot of work is still to be done when the inputage is affected with the effect of
skew, blur and different types of noises added wuthe image capturing on the
move. In order to increase the efficiency of thesteyn we need to handle the

following areas:

» Adaption of different text sizes and auto focus.
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Stabilization of page image against vibrations dases where the person is
holding the book and reading).

Elimination of the effect of blur in the image.

Elimination of effects of shadows and the contcstinges.

Identification of text.

Conversion of text to voice.

Integrating the system into a workable and portaittem.
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CHAPTER 3

IMAGE DEGRADATION AND RESTORATION MODEL

31 MODEL OF IMAGE DEGRADATION

The degraded imagg(x,y) is obtained by applying the degradation operation

H over the input imagg(x, y) along with the additive noise(x, y).

g(x,y) = H[f(x,y)] + n(x,y) (3.1)

Image restoration model is a process of estimafifig y) for the given degraded

Imageg(x,y) using the known or estimated value of H that igrddation Operator.

The Operator H can be linear or non-linear.
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Degraded Image Latent Image

fxy)

Restoration

Input Image Degradation

Function i Operation

flxy) g(xy)

Noise
n(xy)

Figure 3.1 Overall degradation and restoration M odel

Mostly, the degradation operaték it is assumed to be linear which satisfies the
principles of superposition and homogeneity. TheraforH is also considered to be
space invariant or position invariant. An operasosaid to be space invariant if the
response at any point depends on the value apdiatt but not on the position of the

point and is defined mathematically as,

H{f(x—a,y—-b)]=g(x—a,y - b) (32)

For all f (x, y) and anyz andb. The overall model of degradation and restoration
operations is shown in Fig. 1.

Impulse functiorf (x, y) is expressed as,

fey) = 17" f(a b)8(x - ay - b)dadb (33)
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Substituting (3) in (1) we get the blurred image, y) as

g(x,y) = H[[" [*" f(a,b)6(x — a,y — b)dadb] + n(x,y) (34)

As f(a, b) is independent of x and y, using Linearity, e, y) can be expressed

as,

9xy) =77 [" f(a,b)h(x,a,y,b)dadb] + n(xy) (35)
Whereh(x,a,y,b) = H[6(x — a,y — b)] is called point spread function (PSF) in the
optics Since H is spatial invariant

So the expression of H can be rewritten as,

H=[6(x—ay—b)]=h(x—a,y—>b) (3.6)

And the blurred image is given as,

g y) = [/ [ f(a,b)h(x — a,y — b)dadb] + n(x,y) (3.7)

As in two dimension image processing terms, thdigoaus convolution integral is
of this form with integral limits form e to +c. Hence the expression is called the

convolution integral in the continuous variable.
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3.2 DISCRETE CONVOLUTION MODEL FOR DEGRADED IMAGE

Generally Image can be constructed in two wayseeitliscrete or continuous. The
continuous image can be converted to a discretgerbg sampling, quantization and
coding. The discrete model of the degraded imagsexhby the blur and the additive

noise added can be expressed as,

n

gxy) = i

f(a,b)h(x,y,a,b) + n(x,y)
a=1b=1

Wheref (x,y) represents the original image of simex n andh(x,y) represents
the PSF of sizep x q. In the above equation(x,y) is taken as additive noise
introduced by the system and is assumed to beraeam white Gaussian noise.

Using spatial invariant property of PSF, i, y) can be described as,

9xy) = ) > f@bhx-ay-b)+nxy)

a=1b=1

(3.8)
gx,y) =f(x,y) *h(x,y) + n(x,y) (3.9

Where * denote the two dimensional linear convoluti
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3.3 BLUR MODEL

Blur [59] [60] are considered as low pass filtersieh tends to smooth the abrupt
changes in the gray level of the image. Blur alsorélases the contrast of the image
by averaging the pixels. Blur in the image is tlegrddation on the image which
needs to be restored in order to extract the afoynration from it. Any image may
be affected with blur in various ways including mat blur, de-focus blur,
atmospheric turbulence blur etc. Blurred Imagéx,y) is modeled as the
convolution of the actual Imag&(x, y) with the degradation operator in this case it
is the point spread functian(x, y) and the additive nois€(x, y). The mathematical
equation is shown in equation (3.9). Different typd blur along with their point

spread functiok(x, y) are as follows:

3.3.1 Motion Blur

Motion blur in the image is caused due to either iotion of the image capturing
device or the object to be captured. Image cagjudevice can be a scanner or
portable camera. Motion Blur [63][64] is governed two parameter that is the
length of motion [) and the angle of motio®) [66]. When the text document to be
captured translates with a relative velocity V @spect to the camera, the blur length
L in pixels iSL = VTexposureWhere, TyposurdS the time duration of the exposure. The

expression for motion blur is given as,
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if0<|x|<Lcos@;y=Lsin0

)

=~

h(x,y) = 1

v 0, otherwise
When the angle of blué = 0, it is called horizontal motion blur. Pointrepd

function can be represented in discrete as,

(L-1)
2

p

ifm=0, |n|<

)

h(mn,L) =< 2L

\ 0, elsewhere

Figure 3.2 and 3.3 shows the PSF of Motion Blur idpectrum in spatial domain

and frequency domain respectively.

Magnitude

Figure 3.2 Point Spread Function of Motion Blur
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Magnitude

Figure 3.3 Frequency Response for PSF of Motion Blur

3.3.2 De-FocusBlur

De- focus blur is also known as out-of-focus blumost of the places it is caused
when a three dimensional image scene is captured projected onto a two

dimensional plane. This causes some part of theesnet to be focused properly.
The camera equipped with circular aperture, theganmaf the point source is the
small disk known as center of confusion. De-focusngjth caused depends on two
parameters that are focal length of the cameratandistance between the object to
be captured and the camera. The Point spread dunBSF is mathematically given

as
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1
(. i VR <IR|
h(x,y) =

0, elsewhere

where R is the radius. The PSF of De-focus bldrEequency Response are shown

in the figure3.4 and figure 3.5 respectively.

Magnitude

Figure 3.4 Point Spread Function of De-Focus Blur

Figure 3.5 Frequency Response for PSF of De-Focus Blur
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3.3.3 Atmospheric turbulence Blur

This type of blur is caused when there is degradati the captured image due to the
atmospheric turbulence of the earth. This typelof i3 mostly found in the remote
sensing applications which are mostly caused dtieetovind velocity. Change in the
wind velocity leads to the change in the refraciivéex of the layers of the earth
which tends to distort the image to be captureds Type of blur efficiently modeled
as a Gaussian PSF with standard deviatiorHence the PSF for the atmospheric

turbulence Blur is given as

x2+y?

1
exp (—— >

2mo?

h(x,y) =
where standard deviatiendecides the strength or severity of the blur. Trediap
domain and frequency domain plot of the turbuldslae are shown in the figure 3.6
and 3.7 respectively. As this thesis is mostly eoti@ated on the visually challenged
person and the image captured by visually challémpgeson hence this type of blur

is not discussed in this thesis, as it is out efdbope of the current research work.

0.04-

2 ©
o o
I}J [

Magnitude

=
o

Figure 3.6 Point Spread Function of Atmospheric turbulence Blur
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Magnitude

Y 0 0 U

Figure 3.7 Frequency Response for PSF of Atmospheric turbulence Blur

34 NOISE MODEL FOR GAUSSIAN NOISE

Image capture and transmission is also affecteld th# additive noise [66] which is
induced to the image. Basically the most commomdypf noise are impulsive and
Gaussian noise, which affect the image at the tineapturing due to the noisy
sensors which induce the noise in the image. Asirttegge has to be transmitted
through different channel it gets affected by tbese due to channel error. There are
many noise models, but this thesis only discusses&aussian noise which is the

most common in practical applications. Gaussiasen@ a random variable and is

expressed as,

1 2+ 2
ngaussian(x' y) = Pmo? exp (_ xztg ) (3.10)
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It is characterized by its varianee®. The noisy imag¢; (x, y) is the addition of the

original imagef (x, y) with the noise term. It is given as,

fe(x,y) = f(x,y) + Ngqussian xy) (3.11)

35 MODEL OF IMAGE RESTORATION

Image captured with help of capturing device is diegraded version of the actual
image due to the imperfections added at the timmage production. In applications
where image processing and machine vision are thd is need for correction in
these degradations for the applications to workciefitly. There are different

degradation which are caused due to nature thatb&re noise, geometric

degradations, illuminations and different lighticgnditions. In this thesis an effort to
remove the degradation of blur has been made, wkichduced in the captured
image by visually challenged person in order toaase the efficiency of the overall
system. Image restoration has been hot researcéb tmpthe researchers due to
enormous applications. Research on image restoratarted way back in 1950s
with astronomical imaging by the researchers oftéthiStates and Soviet Union
were involved in producing images of the earth #mal solar system. The images
were the degraded versions of the original imagagssed due to atmospheric
turbulence. It is surprising to know that till tgdéhe image restoration is used in
astronomical imaging for recovering the meaningffibrmation from the degraded

images. Image restoration [66] [70] [71] findsatsplications in various fields which
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include medical imaging. It has been used to remfidwe-grain noise in X-ray
images, angiography images and additive noise ignet&c resonance images. It has
applications to quantitative auto radiography (QARWhich image is obtained by
exposing X-ray film to a radioactive specimen. Imagestoration has been
successfully applied to these paradigms, butthtdie is a scope for improvement in

quality and resolution.

Image restoration finds application in media, videmding, post-processing and
printing applications. It is used for recoveringe thideo and pictures from the old
scratched and deteriorated films. Image restoratitso finds its application in

defense field where a camera mounted on the mitsikes distorted images due to
pressure difference. Hence image restoration i®rtapt to recover the image. Due
to a lot of applications image restoration has b&emmportant topic for research in

the technology world.

Image restoration is the phenomenon of restoriegdibgraded Imagg(x,y) with
the help of Point Spread Function (P&f), y) to obtain the restored imafex, y).

If the value of PSF can be found then the restomegge f(x,y) can be easily
obtained from the degraded imagg, y) . If the PSF is known prior to restoration
that type of restoration is known as Non- blind teestion or the classical
restoration. In real life problems the PSF is um@nd no or very less information
is available of the original image. In order to dbe original image from the

degraded image without any information about therrliig process is known as
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Blind Deconvolution. In real life situation somdarmation about the original image
is required in order to restore the degraded im&bgere are many areas where there
is no prior information about the original imagkeliin remote sensing application
where the image are new and they are never beagedrizefore. There are situations
in which the quality or the intensity of the cajgr device cannot be increased. In
such cases it is very hard to estimate the PSk utaissical image restoration in that
situation Blind Deconvolution method is used. InnBI Deconvolution method we
estimate the parameters of the PSF first and theemestore the image using any of

the classical image restoration technique.
3.5.1 Classical Imagerestoration Technique

In classical image restoration technique we hawe itffiormation about the PSF
before the restoration process. In order to rectiverOriginal imagef (x,y) from
the degraded Imageg(x, y) there are many different techniques. The restoredje
f(x,y) is given as

f(x,y) =g(x,y) *h(x,y)

M-1N-1
fEy)=) > gl h(x—k,y-D
k=0 [=0
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Where * denote Deconvolution operation which is tingerse of convolution
operation.
In frequency domain it is represented as
F(u,v) = G(u,v) H(u,v)
WhereF (u, v) represents the restored image in spectral donddim,v) represents

degraded image ari(u, v) represents PSF in frequency domain.

3.5.2 InverseFiltering

This filter uses the inverse operation as the nanggests that is it takes the inverse
of the point spread function as an impulse respofisis type of filtering it is tough
to be implemented in the image domain. An estimatbthe latent or the restored
image is found by dividing the transform of the etpd ImageG(u,v) by the
degradation function. This division is performedtba individual image basis using

the value of the degraded image.

N(u,v)
H(u,v)

F(u,v) = F(u,v) + (3.12)

This filtering requires the estimation of the PSfoipto the restoration process. It is
best suited when the noise is almost negligiblabsent. Examining the equation (3)
it is clear that if the noise is absent, the sedench of the equation vanishes. Thus

the restored image is identical to the original gmaWhen the value ofi (u,v) is
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zero for certain frequencies. At that point theseoassociated gets amplified. Thus
the result of this type of filtering is dominateg &mplified frequency. It can be used

when the noise associated with image is negligiblgbsent.
3.5.3 Least squareFiltering

Inverse filtering has the constraints that it isstve to noise as the noise gets
amplified and the restored image is not the clesge as the original image. The
most commonly used least square filtering is thendr filter is based on the mean
square error (MSE) criteria.

Wiener Filter: This filtering is spatial invariattitat uses the minimum mean square
error criteria. It chooses that PSF that minimiges MSE between the restored
image F(u,v) and the Original imagE(x,y). MSE defined is minimized. This
minimization solution is called Wiener Filter in igh the restored Imagk(u, v) in

frequency domain is given as

F(u,v) = [L”S)n(w) G(u,v) (3.13)

2
|H(u,v)|*+ S

WhereS, (u,v) and S¢(u,v) are the power spectrum of the noise and the aiigin
image respectively. The restored image is obtalmetthe inverse Fourier Transform
of F(u,v) in the spatial domain. If the equation (3.5) isigsed then it is observed

that if there is no noise addition to the degraidesige then the noise power spectrum
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will vanish away. Hence the wiener filter reducesan inverse filter. When the
power spectrum of the original imagé,(u,v) is not known the equation (3.5)

changes to

1 |Huw)?
H(u,v) Huv)|2+K

F(u,v) = [ ] G(u,v) (3.14)

3.54 Lucy- Richardson Algorithm

This is the algorithm which has been independemitgposed by Lucy and
Richardson [66][73]. This is an iterative algorithmhich works by maximizing a
Poisson statistics image model likelihood functidhe L-R algorithm performs the

series of steps

1. An initial approximation of the restored imafjds made. Typically, the

Observed imagg(x, y) is taken af,.

2. The approximation is convolved with the PSF as,

Pn = h* f‘;l
3. A correction factor is calculated depending loa tatio of the blurred image and

output of the last step as,
Bn = hx-
Whereh is the PSF in reverse order.
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4. The new restored image is given by
far1 = fo - On
Where. denotes the pixel by pixel multiplication in spatiamain

Steps 2-4 are iteratively performed till an accblgamage quality is obtained.

3.6 BLINDIMAGE RESTORATION TECHNIQUE

It has been already discussed that the blind imesgeration is performed when the
information about the degradation process is mijssind there is no any prior
knowledge of the PSF. Some important features widBimage Deconvolution [66]
[75] algorithms are as follows
1. Both the Actual image and the PSF are irreduciblat is both the signals
cannot be expressed as the convolution of two germemponent signals.
2. It is obvious that the restored image is not theesas the actual image.
Hence it can be said that restored image is thke stafted version of the

actual image.

f(x.y) =K f(x—D,,y—D,) (3.15)

Wherek, D, , D, are real constants afidx, y) is the restored image.

3. Solution to this blind image restoration is notque.
4. There is always a poor compromise between the @itp] convergence and

Portability of the algorithms used for blind Decohution.
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The details of various blind deconvolution techmigjifor image restoration are as

follows:

3.6.1 Motion Blur Identification Using Statistical Measure

It is known that motion blur is caused due to thevement of the object or the
capturing device at the time of image capture.alt be estimated using statistical
measures based on two parameters that are bluthlesmmgd the blur angle.
Moghaddam and Jamzad [66] proposed a method whsels two dimensional
cepstrum of the blurred imaggx, y) to identify the blur length and angle of motion

blur. The cepstrum is defined as,

C(g(x,)) = F'(log|F(g(x, 1)) (3.16)

The line segment connecting the origin to the fiesgative peak in the cepstrum can
be used to estimate blur length and angle. Lenfytheoline segment gives the blur
length and the blur angle is estimated by findimgerse tangent of the slope of the
line segment. For noisy situations the bispectriansuggested. The discrete
bispectrum of thé!® segment of the blurred imade(k, 1) for one dimensional case

(I = 0) can be given as

B;(k,0) = |Fi(K)H(k) + W;(k)?|[ F;(0) + W(0)] (3.17)
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Where F; (k) and W;(k) are the Fourier transforms of* segment of the original

image and noise respectivelif.(k) denotes the Fourier transform of the PSF.

3.6.2 Radon Transform

This transform is used to estimate the blur angle radon transform [76] is given

as

Rs(x,0) = fjooo f(xcosO@ —ysin@,xsinf — ycos0)dy (3.18)

Radon transform is given as integrationfadver the limits s to o over a line of
distancex to the origin and angle to the y-axis. In order to estimate the blur arijle
is varied from 0 to 360 degree and the angle cpomrding to the maximum value of
R gives the blurring angle.

This method can be used for the images having sagiae with black background.
This method does not give accurate results for rdietangular images. If the
background is not black and additional objects eltts the boundary of the object

then this leads to additional lines in the spectaahain.

3.6.3 Hough Transform

This transform can also be used for the estimatibrihe blur angle using the
spectrum of the blurred image. Hough transform [78] estimates the angle based

on the orientation of the lines in the spectrunatirg it as an image. The Hough
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transform divides the parameter space into accuorutalls. The curve for a given

point (X, y) in Hough transform can be expressed as,

T = xCc0Ss @ + ysin ¢ (3.19

For each point in the image, the correspondingecis\entered in the accumulator by
incrementing the count in each cell along the cuieugh transform returns the
accumulator array in which there are values, theimam value corresponds to blur
direction. Hence blur direction and the blur angé be estimated using Hough
Transform. This transform produces best result wtiheme is a single line in the
spectrum which is practically rarely possible do¢hte presence of noise which leads

to more than single line in the spectrum.

3.7 CONCLUSION

In this chapter the Image degradation model is a@xptl using mathematical
modeling. It is evident from the above literatunattthe Blurred Imagg(x,y) is a
degraded Image which is the convolution of the @chnagef (x,y) and the Point
spread Functioh(x,y) with additive noisen(x, y). One of the aim of this thesis is

to recover the actual Imag&x, y) from the blurred Imagg(x,y) with the help of
point spread functioh(x,y). The Point Spread function as discussed need to be
known or estimated in order to restore the blurfedhge. In Technologically

Assisted Reading framework for Visually Challengbd image is capture by the
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visually challenged person while moving and thereo prior information about the
Point spread function of the blur nor there anyoinfation about the blurring
process. More over there is only single input Imagéhe system which adds to the
difficulty. Hence in our case we have to follow thénd deconvolution Image

restoration technique to estimate the Point spheactionh(x, y).

In Technologically Assisted reading framework fasually challenged person the
blur caused will be mostly due to the motion ofewlbjor the capturing device at the
time of image capture. Hence the blur in our cadebe motion blur. The motion
blur in turn depends on two parameters that are [Bhgthl and Blur anglé. So the
task is now to estimate the Point spread functioth@ motion blur, to fulfill it some
criteria is needed based on which for differentieadf Blur lengthl and Blur angle?

the best or the optimal Point Spread functiqgw, y) which will be most efficient in
obtaining the original or restored imagéx, y) can be found. Restoring the exact
Image as the original imag#&x, y) is not possible. Hence the idea is to get the best
equivalent match of the Original Image which carvee¢he purpose and increase the
reliability and efficiency of the reading framewoik the next chapter an algorithm
has been proposed to estimate the Point spreatidnqx, y) for different values

of Blur length land Blur anglef and evaluated all the values of Point spread

functionh(x, y) with the help of Average Word Confidence of theROC
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CHAPTER 4

TEXT DEBLURRING USING OCR WORD CONFIDENCE

Text deblurring using OCR word confidence techniggidased on estimating the
blur kernel or the Point Spread Function (PSF) e motion blur using Blind
Deconvolution image restoration method. Motion btueither due to the movement
of the camera or the object at the time of image#wa. The Point Spread Function
of the motion blur is governed by two parametergjie of the motion and the angle
of the motion. In this approach the PSF will beinested for the motion blur
iteratively for different values of the length arahgle of motion [80]. The
Deconvolution operation with the blurred image efprmed with every estimated
PSF to get the non- blurred or the latent imagéentamage obtained is then feed to
an optical character recognition so that the texhat image can be recognized. The
Average Word Confidence [80] for the recognized texcalculated. Thus for every
estimated Point Spread Function and the obtairtedtlanage the value of Average
Word Confidence is calculated. Hypothesis is thatRoint Spread Function with the
highest Average Word Confidence value is the ogdtirzant Spread Function which
can be used to deblur the given blurred textuabenén this method there is no prior
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information about the PSF and only single imagasied as an input to the system.
This method has been tested with the naturallyréturmage taken manually and
through the internet as well as artificially bludrenage for the evaluation of the
results. The implementation of the proposed algorihas been done in Matlab. The

resultant image is also shown in this chapter.

4.1 DEBLURRING USING BLIND DECONVOLUTION OPERATION

The problem of Image restoration removing the bisrknown as Deblurring. In
Deblurring the original imagé¢(x, y) requires the deconvolution of the P&, y)
with the observed imagg(x, y). In most of the cases the PSF is known prior & th
deblurring this type of deblurring is done using thassical well known techniques
such as inverse filtering, wiener filtering , leasfuare filtering, recursive Kalman
filtering is available. PSF is unknown in most lo¢ tcases and very little information
is available about the original image. To recover ariginal image (x, y) from the
observed imagg (x,y) using partial or no information about the blurripgpcess

this phenomenon is known as Blind Deconvolution.

Blind Deconvolution algorithm can be broadly cléissi in two types. In first type
PSF is identified first and then utilized to debilne image using any of the classical
Deblurring techniques. In second type algorithmesegmate the PSF and restore the

image simultaneouslyA number of methods exist to remove the blur frdm t
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observed imagg(x, y) using a linear filter. The restored imafyex, y) from a given

blurred image is given by

f(x,y) =g y) *h(x,y) (4.1)

Where * denotes the Deconvolution which represents thersgvef the convolution.

In the frequency domain, this can be expressed as

f(u,v) = g(u,v) H(u,v) (4.2

Where f(u,v) denotes the estimated image in spectral domgifu,v) And
H(u,v) are the blurred image and PSF in frequency donesiperctively.

Motion Deblurring with single-input image is morenaplicated than that with two or
more input images because multiple blurred imatyesays provide more information
in solving the problem. In this approach, the mé&tus is on Blind image
Deconvolution in which the PSH (x,y) is estimated and then the deconvolution
operation is performed of this PSF with the blurheadgeg(x, y) to get the original
imagef (x,y). As deblurring is ill poised problem it is diffituio recover the original
image due to additive noise. In the process of endbiur, the deblurred image loses
much high-frequency information. The traditionalthuels always give undesirable
deblurring results because of the effect of theita#gdnoise on the single image
based motion deblurring. The actual problem isiid the PSF which will give the

best text recognition result on the input blurredtial Image. There are many
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algorithms available for deblurring the images tauttextual image there are almost

few algorithms that too using single input image.

4.2 RELATED WORK

Deblurring Text image is a problem which is beirgggarched due to its wide
application in optical character recognition. TReagnition of a blurred text is still a
big problem for the most efficient optical charadi&ecognition (OCR) engine. Text
Deblurring can increase the efficiency of OCR. Hewmarious Deblurring techniques
have been proposed so far are either based orkddoel estimation also known as
blind deconvolution method and non-blind deconvolut method. In blind
convolution method no information about the blurne is known. In non-blind
deconvolution method we have some knowledge albeublur kernel.

Blur can be estimated by the estimation of the kknnel or the PSH(x,y) .PSF
for the motion blur depends on the pixel lengtithef blur(L) and the angle of the
blur(6). Based on these two parameters the blur kermstisated and then used for
deblurring process. Blur Kernel estimation is ite@a process in which the blur
kernel is found which can help us to restore thgimal image (x,y). But as it is
known that after deblurring we cannot get the exktilurred image as the original
image due to the additive noiséx,y) which is induced due to the deconvolution
process. So the image is that much deblurred Headésired information which is
text information can be extracted. Various kerngineation technique have been

proposed for the estimation of the motion blur keéfor deblurring in which Taeg
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Sang Cho et. al. [76] proposed a method to estirbhte caused by the camera
shakes using edge analysis and by constructingoratrdnsform of the blur Kernel.
Shamik Tiwari [81] in his paper compared the entilied deconvolution algorithm
to estimate the PSF and then estimated motion grwameter can be used in a
standard non blind deconvolution algorithm. Lu FB88] proposed method by
decomposing a blur kernel into three individualalgdgors trajectory, intensity and
point spread function. So that it can be optimigeparately. Nimali RajaKaruna [84]
proposed a method for deblurring for visually impdi people it used a 3-axis
accelerometers and gyroscopes of the smart phaneraaused for image capture to
get the motion vector and the heuristics methodleseloped to determine the
optimal motion vector to deblur. Jing Wang [85] posed a blind motion deblurring
approach that works by kernel optimization usingesthask is used. An alternative
iterative method is introduced to perform kernetimjzation under a multiscale
scheme. Total-variation based algorithm is propdsetcover the latent image via
non-blind deconvolution. Long Mai [86] addressed groblems of fussing multiple
kernels estimated using different methods into aenawcurate one that give better
deblurring result. Jinshan Pan [87] proposed La#aaiged prior based on intensity

and gradient for Deblurring using distinct propesfythe text image.

Deblurring can also be performed using non-blindodeolution technique in which
we have more than one blurred image of the inpw. aldo have some knowledge
about the PSF. So it helps us in the estimatioth@flur Kernel which can then be

used to get the latent Image. Another solution @blaring is through the neural
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networks in this approach we train a neural netwosking a back propagation
algorithm [89] [90] in which we require both theesl image as well as the blurred
image of the ideal image. We train the neural netweith blur image and ideal

image pairs to find the relationship between the bhage to the ideal Image.

Convolution Neural Network (CNN) [91] is also onktbe solutions for deblurring
using blind Deconvolution method. CNN is based lo& ¢oncept of deep learning
and is powerful machine learning technique [92]. NCé trained using large
collections of diverse images. From diverse imagecan learn rich features
representations. Pre-trained CNN can also be used.a multi layered structure
which can help in extracting different featuregach layer. In deblurring the blurred
images are used to input and they are mapped tetiresponding ideal image to
learn various features relationship between bluaed ideal image in the training
phase. Thus after training lots of diverse bluiredge into its ideal image. The CNN

can then deblur an input image based on the legfrmm the trained samples.

4.3 PROPOSED APPROACH

In our proposed approach [80] we have followed bhed Deconvolution Image
restoration method for the estimation of the bleimlel or the PSF due the reason that
we have only single blurred input image and we dbhave any prior information
about the PSF or the blurring process. As we knoat Motion blur is caused by
motion of the camera at the time of the image astomn. So the PSF of motion blur
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is a function of two parameters that are the lenmgjththe blur (L) and angle of

blur (6).

In this research an iterative method to estimageléhgth(L) and angle of blu¢9)
has been devised. For each PSF the latent infidgey) has been calculated by
performing the deconvolution operation betweenitipeit blurred imageg (x, y) and
the iteratively estimated P3#x,y), different values of lengtl{L) and angle of
blur (8) were used iteratively. Then the Optical Charactecdgnition has been
performed on the obtained Latent imggéx, y) to calculate the cumulative sum of
the confidence of each word recognized and theaulzing the Average Word
Confidence (AWC) metric by dividing the cumulatisam of word confidence by

number of words.

D ieo(Word confidence of each word)]
n

AWC =

Where n is the total number of words in the textoted after OCR result. The value
of the blur length(L) and blur angl€f) used for the estimation of PSk(x,y)
along with the corresponding obtained Latent imafer, y) OCR Average Word
Confidence (AWC) value are tabulated in a two digi@mal array. The maximum
value of average word confidence is found in thetand denoted a8V C,, . Then
the value of the lengtfiL,,) and angle of blufé,,) corresponding to the maximum

average word confiden¢d W C,,,) result of the OCR is found from the table. Hence
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the value of the lengti{L,,) and angle of blur(8,,)is the value for which the
estimated PSR (x, y) at which the deblurring using the deconvolutiorthod gives

the optimal text recognition result using averaggdvconfidence metrics of OCR.
Thus PSF is estimated using blur length and blglearteratively using the OCR
average word confidence metrics. Average word denfte gives the criteria on
which we can say that the estimated PSF is thenaptior deconvolution using any
filter. Thus average word confidence for the besbgnition will be the highest and
the Blur length and the Blur angle correspondingf teill be optimized PSF to get

the latent image with higher text recognition ridi@n other PSF.

44 ESTIMATING POINT SPREAD FUNCTION (PSF) FOR MOTION

BLUR

Motion blur is caused by the motion of the cameridna time of image capture. Point
spread function of the motion blur depends on &mgth (L) and angle of blue).
Estimation of PSF is blind deconvolution problemthe current approach the focus
is to find out the length of bluiL) for various images and estimate the length of the
blur to be between 0 to 25 pixels based on ourtigeaequirements. This value can
be increased or decreased based on the requireftentalue of the angle for a blur
(@) is taken between 0 to 180 degrees counter clockwisehe value of is taken

in the broad range it can easily estimate the aindlee textual input image.
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This means if length of blut. =9 and angle is# =0 degree then the blurred
Observed imagg (x,y) will produce a translated image of Original imgQe, y)
by 9 pixels. The blur kernel or PSF is iterativgBnerated for the different value of

length(L) and angle of blu¢g).

For each estimated PSF we apply Deconvolution tiperavhich is the inverse of
convolution operation with the blurred imagg(x,y) to obtain a latent
imagef (x,y). From the latent image obtained we perform the @p&ation to find

the value of Word Confidence of each word.

45 OCREVALUATION OF THE LATENT IMAGE

OCR is the image processing technology which h&ypeecognize the text in the
image. OCR operation requires to converts truercmarayscale input images to a
binary image which contains only two values thd ishich represents black pixel or
1 which represent white pixel, before the recognitprocess. It uses the Otsu's
thresholding technique for the conversion. Thenrsagation of text and non-text is
the next step for the OCR. Obtained text is segetkemito line and then individual
words. Words are recognized and a text file comgirthe recognized word is the

output of OCR.

In OCR evaluation of the latent image obtainedrafie deconvolution operation of

the blurred input image and the estimated PSF. J6® on the Latent Image is
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applied and from the OCR result the value of woodfilence of the recognized
words is calculated that indicates the confidermeell with which the word is

recognized. Word Confidence is normalized valuewbethh 0 and 1. Where 0
represents the lowest confidence value this indgcdhat the recognized word is
likely to be incorrect and 1 is the highest valieanfidence which indicate that the

recognition is most likely to be correct.

The word confidence of Individual word is calcuthtend then the Average Word
Confidence AW ) is calculated which the mathematical average e&ihthe Word
Confidence obtained. Then thi$lWC value will be used as a metrics for the

estimation of the Optimal PSF for the Deblurringéass.

46 OCRWORD CONFIDENCE METRICS

Word confidence attribute of the OCR result is us¥drd confidence is determined
based on character level confidence. Characterd=rde gives the normalized value
of how effectively the character is recognized.t&ethe character confidence of
recognition better is the word confidence of recbgn. In addition the word

confidence is affected by the dictionary basedfiation. If a word is found in the

dictionary, it increases the word confidence valtiehat word. The longer the word,
the higher will be the confidence value if it isifa in the dictionary. For example if
a long word of around 15 characters is found iriahary it is pretty sure that the
word is correct and will yield a higher word cordriete, while on wrongly detected
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character a match against the dictionary by misiskelikely to occur. Short words
like ‘add’ or ‘odd’ will both be found in dictioyaiTherefore for smaller words there
is a probability that we can get the dictionary chaHence to overcome this problem
words with 2 or less characters are not checkethsigthe dictionary. The word
confidence is normalized to an interval of 0.001t60 where 1.00 is the best and
0.00 is the worst word confidence. This OCR wordfictence metrics is used for the

evaluation of the deblurring result for the estimatof the blur kernel or the PSF.

4.7 ALGORITHM OF THE PROPOSED APPROACH

The stepwise algorithm of the proposed approael iellows:

Step 1: Input a blurred imaggx, y).

Step 2: Repeat step 3 to 8 for len@th =1 to 25 pixels

Step 3: Repeat step 4 to 8 for an@é = 0 to 180 degree

Step 4: Create a blur kernel of motion blur usenpthL and anglé asH(x, y).

Step 5: Apply Deconvolution operation betwegix, y) andH (x, y) to get the latent
imagef’(x, y).

Step 6: Apply OCR on latent imag&(x, y) obtained in step 5.

Step 7: Find the sum of word confidence of everydnia the latent imagé¢’(x, y)
then find Average word confidenc8/C by dividing sum of word confidence by

number of words n.
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Dito(Word confidence of each word)]

n

AWC =

Step 8: Store the value of len¢ih, angl€6) andAWC obtained in a 2D-array R or
a table.

[End of angle for loop]

[End of length for loop]

Step 9: Find the value of length, and angled,,, corresponding to largest value of
Average word confidencdW ¢, .

Step 10: Return length,, and angle9,,, obtained in step 9.

Step 11: END.

4.8 RESULT ANALYSIS

The input blurred image is taken manually whiclaffected with the motion blur.
The motion blur is caused due to the movementet#pturing device at the time of
image capture which simulates the image capturedewhnoving for visually
challenged person. On the input blurred image guifé 4.1 the PSF is estimated for
different value of blur lengthand blur anglé iteratively. Latent image for different
values of blur lengtlh and blur anglé along with the individual word confidence are

shown in Figure 4.2, Figure 4.3 and Figure 4.4.

a— S —— = — — A —
=7 — —

Figure. 4.1. Blurred Input Image g(x,y)
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NagsSN ' BesTna

0.39378 0.62334

Figure4.2. Latent Image f'(x, y) with AW C= 0.508564115 for PSF with L=17

and 6= 10.

avinash Verma

0.74967 0.76431

Figure4.3 Latent Image f'(x,y) with AW C= 0.756988287 for PSF with L=20

and 6= 14.

ZErash Yony s

0.6604 0.58189

Figure4.4 Latent Image f'(x,y) with AW C=0.621142268 for PSF with L=25

and 6= 13.

Table 4.1 Results of the Average Word Confidence Metrics

Top 20 results of Largest Average Word
Confidencefor Estimated PSF

Estimated PSF for the Blur Average
Length (L) Angle(0) Word
Confidence
(AW C)
20 14 0.756988287
21 14 0.745501578
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21 13 0.739337564
19 12 0.734167099
20 13 0.725162864
22 14 0.714256167
19 13 0.713874578
21 12 0.713807285
20 12 0.712606966
22 12 0.706631124
25 14 0.698771179
23 14 0.696232617
21 11 0.691197157
19 11 0.688717008
20 11 0.678997517
25 8 0.67813015

22 11 0.653479457
19 10 0.640951991
24 14 0.635393023
23 11 0.632594824

The Table 4.1 shows the values of blur lengtand blur angl® and average word
confidence(AWC) for the blurred input image in Figure 4.1. Thel¢atontains the
top 20 values oAWC and its corresponding values of blur lengtaAnd blur anglé.
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In the proposed work the PSF has been estimatdtiddslurred imagg (x, y) using
blind deconvolution method iteratively by calcutgtithe average word confidence
(AW ) metrics that helps to estimate the optimal P®¥F .every estimated PSF value
we apply the deconvolution operation between theréd imagey (x, y) and the PSF
to get the latent imag€ (x, y) then result of OCR Average word confidend’ C is
calculated. For latent Image highest Word Configenoeans that its word
recognition rate is higher than the others. Hericean be the optimal PSF for
recovering the text information using the OCR édfintly. Based on the Proposed
Algorithm we have calculateddWC for different values of Blur Length and Blur
Angle 6. In Figure 4.1 the Blurred Input Imagéx, y) containing the text is shown
this is the Input to our Algorithm. The next Figyt shows the Output latent Image
f'(x,y) after the Deconvolution operation of (x,y) and the estimated PSF with
Blur Length L = 17 and Anglef = 10 degree. The individual Word Confidences
are 0.39378 and 0.62334 respectively. Hence the Awdluates to 0.508564115 this
value represents the Confidence for the recognibbriext in the image. The
individual Word Confidence value is shown in thgufies with the help of Yellow
boxes. Similarly Figure 4.3 shows the Latent im#géx, y) obtained for the PSF
with Blur Length L = 20 and Anglef = 14 degree with AWC = 0.756999287.
Figure 4.4 also shows the Latent imafjéx, y) obtained for the PSF with Blur

LengthL = 25 and Anglef = 13 degree with AWC = 0.621142268.
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It is quite evident from the figures that the basedthe value of AWC we can
estimate the value of blur lengthand angl# for which the text recognition
efficiency will be the highest. The highest valdewverage word confidenc&// C,,=

0.756988287 for the length of blay, = 20 pixels and angle of bléy,= 14 degree
are obtained from the Table 4.1. This is the vdtrethe PSF or the blur kernel
estimated using our method which will get the 28R output for the input blurred
image g(x,y) using blind deconvolution method. The highest gadfi the average
word confidenceAWW C,, means that the text document is best recognizel thvit

PSF.

The Table 4.1 also shows that the blur lengtharies from 19 to 25 pixels and blur
angled varies in the range 8 to 14 degree. The valuewardage Word Confidence
(AW C) varies in the range 0.756988287 to 0.6325948hés@& values olIWC are
acceptable but the highest value will give the lbest recognition result so the value
blur lengthL and blur angl@ corresponding to it gives the optimal PSF to apply
deconvolution operation with the blurred input iraag get the latent image which
can be feed to an optical character recognitioniriengrhen the optical character
recognition engine will give better text recognitifor a blurred input image with

text, which was one of the biggest problems withekisting system.
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Table 4.2 Comparison of our Algorithm with Lucy Richardson Algorithm for

deblurring
Met hods our Algorithm Lucy Richardson Algorithm
INPUT IMAGE R s
“ ANITST T = ST =58T MTT =
L=17 8=10 — - — = — =
NSO VEONZ | 2Er=E0r =T =
033378 L FENE]
L=20 8=14 . - 2
h avinagsn Verma | 2er=—r j=7=
0 74967 076431
L=2% B=13 y A -3 e o i
2rrackh Yenve | 2ur=r ==
06604 058189

In the above Table 4.2 it is evident that the psgabalgorithm gives better result
with text deblurring than the Lucy Richardson Algom. In table the input to both
the algorithm is blurred text image. After applyiogr algorithm for text deblurring
using OCR word confidence we have estimated theevaf the PSFh(x, y) which

is formed with the combination of blur length=20 and Angl&d =14 withAWC,,=
0.756988287. For the same PSF our result is bdten the result of Lucy
Richardson algorithm for the optical character gegtion. We have also shown the
resultant image for different PSF. The resultanhges shows that for the blurred
image having text our algorithm gives better resuitr the optical character

recognitions.
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49 CONCLUSION

The proposed method is applied successful on tneeol image taken manually and
through the internet. The method is also testedanificially blurred images to
validate our result. This method works successfidiythe image having text and it
cannot be used for deblurring any other type ofgenas it is only meant for the
image having text in it, as OCR word confidenceadssd. This method was proposed
to overcome a problem that was to deblur a textoh@nt image and to increase the
accuracy of Recognition. The existing system waavihe dependent on OCR for
text segmentation and recognition. But when thaiimed image was blurred Image
then most of the Efficient OCR engines performanee not satisfactory. In this
research issue of motion blur has been tried tadselved, which is the most
common type of blur. The blur kernels or the PSirevestimated and evaluated with
the average word confidence value. Basedd@W we have estimated the optimal
PSF for the Input Image with text. The method usedased on the estimation of
PSF which is an iterative process and another isalub the deblurring text is
through artificial neural network. Training a ndunatwork is a time taking process
and requires a lot of computation. As a part otifeitwork we would like combine
this proposed approach and a Neural Network bagprbach together to get more

optimized solution to Deblurring textual images.
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CHAPTER 5

ROBUST ASSISTIVE READING FRAMEWORK FOR VISUALLY

CHALLENGED

The Main objective of robust assistive reading fearark [94] is to communicate the
textual information present in the image capturgdhe visually challenged person
as speech, So that the visually challenged peraanacquire knowledge about the
surrounding. This framework can help Visually Ceatied person to read books,
magazine, road sign, warnings, instructions andouardisplays as well by taking
their image along with the surrounding. The inhemoblem with the conventional
approaches was if the acquired image is affectdla the issues of different lighting
conditions, noise and issue of skew and blur, thal foutput of TTS will not be
useful. As the visually challenged person may motrhined photographer or may be
the photo is clicked by a autonomous device theeisd lighting, noise and blur will
surely be there. Most of the time image capturethbyisually challenged person or
the device helping him, will be affected with theoton blur as the person will

capture the image on the go or when he is movirggwA all know that the motion
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blur is caused when there is a movement of eitieecaptured object or the capturing
device. It is also well known that if the input igeais affected with any type of blur
then it will fail even the best of the available RCThe OCR output in that case will
be far away from the expected output. This willdiéa ambiguous or false detection
of the text information. This ambiguous text infatmon will be then converted to
speech with the help of Text to Speech engine. $peech if communicated to the
visually challenged person will create confusiosteéad of providing the correct

information to the visually challenged person.

In the current approach a new method has beerdunted which includes two more
processes that are deblurring using blind decomemlumethod to remove the
anomalies of blur. The second process is pre-psowgperation to remove the
effect of noise after the deblurring operationtas known that noise gets amplified
during deblurring step. Thus it prepares the imége efficient result of the

framework for visually challenged. The proposedrapph is implemented in Matlab
with the image captured manually and taken fromitivernet and the result along
with the OCR text file and corresponding output &reshows that our framework is

better than the previous framework.

5.1 PROPOSED APPROACH

In the proposed approach input to the system isniagie captured by the visually

challenged person containing the textual informrmatf@ur aim is to communicate the
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text information in the image to the visually clealjed person as Speech, so that he
can acquire the knowledge about its surroundingrdier to fulfill the aim an overall
architecture of robust reading framework for vigpalhallenged person has been
developed. In this framework the deblurring step performed on the input
imagef (x,y). This step is responsible for the blur kernelh& point spread function
estimation in the image and then performing theludebg operation on the input
image f(x,y) to get the deblurred Imag&x,y). Deblurring is performed using
blind deconvolution method using OCR performandeA&er deblurring we get the
deblurred imag¢ '(x, y) then we perform the preprocessing steps in oalprepare
the imagef (x, y) for better optical character recognition the stepslved are noise
removal, thresholding and then binarization operetito obtain the perfect binary
black and white imag¢ '(x, y) which can be sent to the OCR for the extraction of
the text information in the imagg’(x,y) and convert the text information into
corresponding output text file. The final step @neersion of output text file to
speech or voice output with the help of Text toefjpe Hence the output will be the
speech which will be communicated to visually otradjed person so that he can get
the knowledge of the communicated text. The Ou§pdech is feed to the Visually

Challenged person so that he/she could listen whatext is there in the image.
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Figure5.1 Overall Architecture of Robust Reading Framework for Visually

Challenged

5.2 ALGORITHM

The step wise algorithm of the proposed robust ingadramework for visually

challenged approach is as follows:

i. Input to the System is Image Captured by Visuallyhak&nged

personf(x,y).

ii.  Blur Removal is the most important operation in avhwe first Estimate the
Blur KernelH(x, y).Blur Kernel is estimated with the help of two parders
that are Blur Lengtlh and Blur Angles.
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Vi.

Vii.

viil.

Iteratively the Blur KerneH (x, y) for different values of Blur Length and
Blur Angle# is created. Then using Deconvolution operationewtact the
Latent Imagef (x,y) for the Input Image (x,y) and the Current computed
Blur KernelH(x, y).

In Order to find the best Blur Kerndl(x,y) which can help in the text
information extraction each resultant Latent ImAge, y) are evaluated by
calculating the Average Word Confidend® C with the help of OCR.
Highest value ofAWC,,,, indicates that Latent Image(x,y) is best
recognized with the corresponding Blur Kerifilx, y) with two parameters
that are Blur Lengtld,,,,,, and Blur Anglef,, ,-

Thus De-blur using Blind Deconvolution, the Inputdge f(x,y) with the
Blur Kernel H(x,y) with Average Word ConfidencAW(C,,,, for Blur
LengthL,,,, and Blur Angled,,,, to get the Deblurred Image or the Actual
Latent Imagef '(x, y) that can be used for further processing.

The Preprocessing Operations are applied to thduBed Image or the
Actual Latent Imag¢ '(x,y) before OCR to obtain the Image(x,y) which
is used for further processing. Preprocessing Qipesa increase the
efficiency of the overall system.

The Imagef '(x,y) thus obtained is feed to an Optical Character Rwsition
(OCR) Engine for Text recognition. Output of OCRgem is the text file

containing the text in the Image.
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ix.  Text file Output is send to a Text to Speech (TESyine which performs the
preprocessing operation on the text file and themverts it to the

corresponding Speech output.

5.3 INPUT IMAGE CAPTURED BY VISUALLY CHALLENGED

Image of the text can be taken either with the loélp scanner or with the help of a
portable camera or smart phone camera. In todag'svith the advent of technology
we have high resolution portable camera with maajures such as autofocus, wide
angle and high picture clarity it is easy to capttext with clarity. If the text in the
captured image is clear then its segmentation @cagnition [2] will be efficient and
overall accuracy of the system will be high. But #oVisually Challenged person to
capture the image with the help of a portable camasrd with clarity will be a
herculean task. We have assumed that the imageredgiy the Visually Challenged
will be affected with the issues of Blur [2] andegk[3]. Problem associated with the
Scanner is that for Visually Challenged persois difficult to place a text document
in a proper way as the document need to be plasethe scanner in proper
orientation, for the scanner to scan efficientdylot of research is done on the image
acquired by portable camera for efficient optichbmacter recognition [4]. This
research is trying to solve the problem of blurtedual image that too affected with
a Uniform Motion Blur. Motion blur is the most conam type of blur in our case as
this caused due to the movement of object or tiucdag device at the time of

Image capture.
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54 DEBLURRING STEP ON INPUT IMAGE

Input image to the systerfi(x,y) is image captured by the visually challenged
person with the motive to acquire the text inforim@fpresent in the image as speech,
so that they can act accordingly. As already dsedghat the image if effected by
motion blur that is caused by the movement of thgtwring device or the object at
the time of image capture then this system accuvaltybe at stake as the OCR is
going to fail miserably and the next step that i&STengine will have nothing as
input or incorrect text for speech generation. Teroome this problem Deblurring
step is being implemented. Average Word ConfideAld&C metrics [9] is used for
the deblurring procesdW C Value lies between 0 and 1 it is calculated as

_ Y Individual Word Confidences

AWC
Total number of words

In this Deblurring step, iteratively based on twargmeters of motion blur that are
Blur LengthL and Blur Angled estimation of the optimal PSF is tried that willey
the best recognition rate basedAiiC value of the OCRAWC Is the mathematical
average of individual word confidence. Word confide [9] is the normalized sum
of character level confidence. Character confideat¢he normalized measure of the
how effectively the character is recognized. Highiee character confidence of
recognition Higher is the word confidence of redatign and vice-versa. The word

confidence is also affected by the dictionary bagdication. If a word is found in
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the dictionary, it increases the word confidenckieaf that word. The longer the
word, the higher will be the confidence value ifistfound in the dictionary. For
example if a long word of around 15 charactergisfl in dictionary it is pretty sure
that the word is correct and will yield a higherrda@onfidence, while on wrongly
detected character a match against the dictiongrynistake is unlikely to occur.
Short words like ‘add’ or ‘odd’ will both be founddictionary. Therefore for smaller
words there is a probability that we can get tletiaiary match. Hence to overcome
this problem words with 2 or less characters atechecked against the dictionary.
The word confidence is normalized to an intervaDdiO to 1.00 where 1.00 is the

best and 0.00 is the worst word confidence.

5.5 WORKING OF DEBLURRING STEP

For different value of Blur Length (L;L,LsL, .....L,) and different value of Blur
angle6(6,0,6s6, ......6,) we make the PSH(x,y) and then for every PSF we
perform the deconvolution operation which is ineeoperation of the blur to get the
latent Imagef '(x,y) and the using OCR we calculate i’ C value for the latent
Image. The value of Blur length, Blur Angle aAa@/ C are stored. The highest value
of AWC,,.. 1S identified and the corresponding values of Bh& lengthL,,,, and
Blur Angle 6,,,, are calculated. These values constitute theRf@BH (x, y) which
can deblur the given input Imagé€x, y) to get the maximum recognition rate of the

text information in the Image. In the next stepatemlution operation is performed
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on the Input Imagé (x, y) with the obtained value of Blur kernel or the Pi5, y)

to obtain the latent Imag€(x, y) which is given as

f(x,y) =f(x,y) *<H(x,y)

where ** is the Deconvolution operation which heipsleblurring and is the inverse
of Blurring operation. The resultant Image as knagnLatent imag¢ (x,y) as it
will be a distorted version of actual after debhgrstep as the noise in the image get
amplified during this process. Latent imag&x,y) will be used for the further
processing. Figure 5.2 shows Input Imgge, y) to this system is Blurred Image.
Now we estimate the PSF for which we will get theagnition of the text. Hence for
every estimated PSF we perform the deblurring digerand calculateliWC value
for them. The Highest value indicates that the BSdd will give the best recognition
result for the Blurred Input Image. Figure 5.3 shothie Deblurred Input Image
f'(x,y) with PSF obtained for Blur Length =18 pixel, Blur Angled =24 degree
AWC = 0.586364 the yellow boxes with values in the imagdicate the word
confidences of the individual words and Figure $hdws the Deblurred Input Image
f'(x,y) with PSF obtained for Blur Length =17 pixel, Blur Angled =19 degree
AWC = 0.646726. For different values of Blur Lengthand Blur Angled the
highest value o AW C,,,,,= 0.646726. Hence the corresponding values of tlue B
length L,,,,, = 17 pixels and Blur Angl®,,,, = 19 degree are found. The Latent
image thus obtainedl’(x,y) thus obtained in shown in Figure 5.5 that is ufed

further processing in next steps.
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Figure5.2 Blurred Input Image f(x,y)
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Figure 5.3 Deblurred Input Image f'(x, y) with PSF obtained for Blur Length L

=18 pixel, Blur Angle 8 =24 degree AW C = 0.586364
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Figure 5.4 Deblurred Input Image f'(x, y) with PSF obtained for Blur Length L

=17 pixel, Blur Angle8 =19 degree AWC = 0.646726
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Figure5.5 Latent Image f'(x,y) with Optimal PSF obtained for Blur Length L

=17 pixel, Blur Angle@ =19 degree AW C = 0.646726
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Table 5.1 Results of the Average Word Confidence Metricswith Non Zero

Values
Results Of Average Word Confidence for Estimated PSF
In Decreasing Order
Estimated PSF for the Blur AverageWord
Length (L) Angle(8) Confidence (AWC)
17 19 0.646726
19 17 0.637206
17 21 0.636685
18 18 0.635106
18 22 0.624655
18 21 0.623174
18 20 0.619045
23 23 0.617842
18 19 0.600523
19 21 0.597347
19 18 0.594126
18 24 0.586364
20 22 0.582763
18 23 0.563801
21 22 0.558978
16 23 0.558913
20 19 0.558427
17 22 0.557654
20 21 0.556653
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20 23 0.555898
20 18 0.551193
21 21 0.549634
21 20 0.543814
17 20 0.5413
20 17 0.534714
20 25 0.53085
19 23 0.501604
19 24 0.489104
20 24 0.482753
18 25 0.475628
22 23 0.45861
17 17 0.448429
17 23 0.442411
17 16 0.427585
19 25 0.399794
17 18 0.377004
19 19 0.373256
20 20 0.371853
19 22 0.368714
23 21 0.36798
19 20 0.367736
16 21 0.365479
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18 16 0.363268
19 16 0.357037
16 22 0.353944
20 16 0.347211
15 19 0.332066
15 22 0.325607
16 19 0.322062
15 20 0.305288
21 23 0.303825
18 17 0.297701
25 25 0.291613
15 21 0.283951
16 18 0.279449
22 20 0.272963
21 24 0.267132
17 24 0.249571
22 22 0.241624
17 25 0.240239
16 25 0.237284
21 25 0.235572
16 16 0.235418
22 25 0.229653
22 24 0.224419
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16 24 0.221309
15 23 0.221071
23 20 0.213367
15 18 0.202676
15 17 0.19
25 22 0.12594
24 24 0.121792
25 23 0.120894
23 25 0.118905
25 24 0.117938
23 24 0.117733
24 21 0.117175
24 25 0.116435
16 20 0.115595
24 23 0.11544
25 21 0.104723
25 20 0.104677
24 20 0.056409
15 25 0.034019
24 22 0.030051
15 24 0.021606

In the table 5.1 it contains the value of AverageriVConfidencesAWC) for the

input image in the Figure 5.2. The valuedd¥C is in the descending order that is the
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highest value is on the top and then the next Isigh&lue below it. The table shows
that highest value oW (,,,,= 0.646726 for the corresponding values of the Blur
lengthL,,,, = 17 pixels and Blur Anglé,,,, = 19 degree. Hence the PSF obtained
for this value of Blur lengthL,,,, and Blur Angle®,,,, will give the best

recognition result of the OCR for the given bluriethge.

5.6 PREPROCESSING STEP ON RESULTANT IMAGE BEFORE OCR

Resultant Image '(x,y) obtained from the Deblurring step is a mostly delgd
image. As it is known that during the Deblurringgess to obtain the latent image to
the extent that its text information can be exwdctwith higher degree of Word
confidence the deconvolution operation with thenested Blur KernelH (x,y) is
performed. During this process the noise gets dieglin order to increase the
efficiency of the system we need the preprocessiags. On the Imagg'(x, y) the
thresholding operation [2] is applied in order hxrease the speed of processing.
After thresholding step next operation is the biratron. Binarization [2] operation
converts the image into perfect black and whiteelsixIin the image each and every
pixel has either two values that are O or 1. Now ribsultant Image of the previous
stagef (x,y) now gets converted to binary image having onlyclland white
pixels. This binary image thus obtaingd(x, y) is the input to the next stage OCR

engine which will give the best possible recogmitresult.
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5.7 IMPLEMENTATION OF OPTICAL CHARACTER RECOGNITION

After the preprocessing steps the Resultant Imége:,y) is feed to the OCR
engine. OCR engine used in this research is Tegde@. It is an open source OCR
engine developed by HP between 1984 and 1994. ibe$$20] works on improving
the rejection efficiency than on base-level accurdbe input image to the Tesseract
is a binary Imagef "(x,y) obtained in the previous preprocessing step. Guade
component analysis is performed and the resultaaige f'(x,y) outlines of the
components are stored. This step had the advawtfageing simple to detect the
inverse text and to recognize it as easily as btk white text. At this stage the
outlines are gathered together by nesting the biBhsbs are organized into text
lines, and the lines and regions are analyzeditedfpitch or proportional text. Text
lines need to be segmented into words this is dgooerding to the type of character
spacing. Fixed pitch text is chopped immediatelychgracter cells. Proportional text
is broken into words using definite spaces andyspaces. After the segmentation
process next step is Recognition. Recognition @m®dken proceeds as a two-pass
process. In the first pass, each word is recognizadh satisfactory recognized word
is passed to an adaptive classifier as training datorder to learn the words for
further recognition. The adaptive classifier thestsga chance to more accurately
recognize text lower down the page. Since the adaptassifier may have learned
something useful too late to make a contributioarrbke top of the page. A Second

pass is run over the page, in which words that weterecognized well enough are

83



recognized again. This increase the accuracy ofrebegnition as two passes of

recognition are run on the same input text.

In Matlab implementation of the OCR we assign #mult of the OCR evaluation to
a variable result. Then the confidence value ofrdm®gnition is extracted using this
result variable. This variable is a two dimensiormatay containing different
attributes associated with it. The word confidemakie can be extracted using the
dot operator that is result. WordConfidences thik rgturn the array of dimensions
[number of words, 1] of word confidences where eaxfiry gives the word
confidences of the word recognized. In the same tlwaycharacter confidences can
be found of the individual characters using re@haracterConfidence. Then the
Value of Average word ConfidencaW(C is calculated by taking the sum of
Individual word confidence and dividing this withet total number of words. A two
dimension array is created during the deblurringcess to store the different value
of the blur Lengthl and the blur anglé and theAWC. Then the programming is
applied to find the maximum value of tA®/C. The value of blur Length and the
blur angleé corresponding to this maximum valueAW C are found with the help
of programming and these highest values are nanweddldC,,,, and the
corresponding values of the Blur lendth,, and Blur Angled,,,, . Then we create
the PSF of motion bluk(x, y) for the estimated value of Blur length,,, and Blur
Angled,,,, . After that the deconvolution operation is applleetween the blurred
Image f(x,y) and the estimated PSKx,y) to obtain the latent imagg’(x,y)

which is the image that will give the improved rgoiion as compared to the input
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blurred image. In order to enhance the efficiendy te OCR result few
preprocessing steps before the OCR need to beedp@s to increase the rate of
recognition which is desired that will be used toncnunicate the visually challenged
person so not any scope is left for any wrong dieteof the text information. After
the preprocessing steps the image obtained wil bimarized imag¢ "' (x, y) which
will be feed to an OCR for text recognition and thetput will be the array of
recognized words these words need to be combirgthter to formed a string. All
the words are concatenated using the strjoin fanaif Matlab the OCR with a space
after each word. The String thus found is then dasethe text file. This text file is

then passed to the next function of Text to Spéectioice conversion.

5.8 IMPLEMENTATION OF TEXT TO SPEECH CONVERSION

Optical Character Recognition extracts the texbrmfation present in the input
image f(x,y) in the form of text file. In order to communicateto the visually
challenged person this text file need to be conespeech. The text file is initially
preprocessed for the spelling check as during r@tiog process few words can be
misrecognized they are corrected. Text normalimaisoalso performed in order to
handle the abbreviations and acronyms to enhaneespieech output. Various
morphological operations of text to speech areqoeréd for proper pronunciation of
word in linguistic and syntactic analysis. Aftereprocessing step the next step is
speech generation which involves the phonetic a@malio find the phone level
present in the words. Different phone levels hawe information about the sound
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tagged with it to be produced. Graphemes are ¢tbamerted to phonemes based on
the dictionary. The Prosodic analysis is one of tmportant steps of speech
generation in this step pitch and the duration rimfation is attached for speech
conversion. After this speech synthesis is donekvhivolves voice rendering to get
the speech for the text input. In addition to tthare are various options available for
visually challenged person which can help him irdeor to understand the

communicated speech output.

In the implementation of the text to speech funttimmed TTOS is created which
synthesizes the text input. The audio format is ond® bit, 16k Hz by default which
can be varied based on the requirement. The al@Nalice in the list can be selected
based on our preference by default first voiceeisferm the List. The pace of the
speech output can also be set that is -10 as dlaest and +10 as the fastest. In our
case we have used the default value that is Os@impling rate need to be set for the
speech in Kilo Hertz that are 8000, 11025, 120@XN0D, 22050, 24000, 32000,
44100 and 48000. The default value 1600 is used. flihction also requires the

Microsoft Win32 Speech API (SAPI) for the voice puit.

59 CONCLUSION

Robust reading framework for visually challengedspea can help them in getting
the knowledge of the surrounding in the form ofesgie In this framework we have
overcome the inherent problem associate with allpgrevious frameworks that was
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issue of blur in the Input image captured by treaally challenged person. The input
image f (x,y) to the system is initially checked for the motiblur. If the blur is
present in the image we have iteratively basedwanparameters that are blur length
[ and Blur anglé created the PSF that is the blur kernel. ForyeRP&F in the range
the optimal PSF that will give the best Deblur imdgr further processing based on
the average word confidened/C metrics of the OCR are found. This deblurring
step was not present in all the previous systemghdM this step the overall
framework was of no use if the image had any kih@lar. As blurred image will
give incorrect recognition of text and the incotréext will be communicated as

voice which will be of no use for visually challesgyperson.
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CHAPTER 6

CONCLUSION AND FUTURE WORKS

In this research work “Technologically assisteddreg framework for visually
challenged”, the aim was to develop assistive teldyy for the visually challenged
person through which they can read the textualrin&tion captured by them by
hearing the captured text. The solution proposedstp this problem was to use the
current technologies such as Optical Character gtettons (OCR) and Text to
Speech (TTS) conversion to overcome this problemreAding framework is
proposed which consisted of an image acquisitioouijh portable camera on the
move consisting of textual information and thenhwtihte help OCR technology the
textual information in the image captured can haveoted to the ASCII or Text file.
This text file can be send as the input to Tex¢geech engine which converts it to
speech output of the corresponding text. Hencevibeally challenged person gets
communicated about the text information capturechimy whether it is a warning
sign, magazine, newspaper, various displays awagd or airports and computer

display or email.
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This framework will provide the visually challenggerson with greater degree of
Independence in her life. In the previous systdmasntain issue was the problem of
blur in the input image, noise and the contrastngka or different lightning

conditions. This research addresses few issuesmtra never addressed before by
the previous proposed system. These issues ardymesponsible for the failure of

the previous systems. Out of the above problenblitveed input image was the most
challenging problem as if the input image was l@drthen this will cause even the
best possible OCR to fail, and if the text is netedted then it cannot be converted to

speech so ultimately the overall framework wadaktes

In order to overcome this problem and to increaseefficiency and reliability of the
framework two more steps in the overall architestwf the framework was
introduced, namely Deblurring step and the Pregssinig step before OCR. These
two steps were the milestone in improving the pennce of the OCR and TTS. As
the image was captured by visually challenged petisat too while moving then the
image was bound to be affected with the issue wf thlat too motion blur. Blurred
input image can lead to the failure of the entygtesm as the blurred input image will
lead to failure of the OCR to detect the text ainthe text is not detected then it
cannot be converted to voice output with the hélpext to Speech conversion. This
situation will lead to failure of the entire framexk. In the deblurring step our task
was to convert the blurred input image to Non-l@drimage for further processing.

Then the image degradation and restoration mods|sttadied in chapter 3 in order
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to come up with a new algorithm for text deblurrii®Jind deconvolution image
restoration method was used because the inputatoefvork was a single blurred
image and there was no prior information aboutRtmt Spread Function of the blur
nor there was any information about the blurringcess. A new text deblurring
algorithm using OCR word confidence to estimate Bloént Spread Function was
proposed in chapter 4. The PSF of the motion hiix,y) is a function of two
parameters that are blur lengtAnd blur anglé®. Iteratively for different values of
blur lengthl and blur anglé® estimation of the PSF was tried that can givebiiter
recognition result of OCR to increase the reli&pitif the framework. A criteria was
required based on which we can say that estima®&di$the optimal and better than
the other. This led to the generation of new patamér evaluation of Text
deblurring that was average word confidedd&C metric given by us. The higher
value ofAWC indicate that for the given PS3fx, y) we get a better recognition rate
than the other with PSF with the lower valueAWC. The result shows that our
average word confidence can be successfully usethéoestimation of PSF of the

motion blur using blur lengthand blur angl®.

Once the text deblurring algorithm was developed applied in deblurring the
textual input image. Then next task was to comevitip a more reliable and efficient
framework that can be used as by visually challdrnvgéh confidence. In chapter 5 A
robust reading framework for visually challengedspa was proposed which can
provide then with higher degree of independencehere day to day life. This

framework implements the Deblurring step and theppocessing step before OCR.
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After the deblurring process on the input imagelétent imagef’(x, y) is obtained.
As it is known that deblurring is an ill-poised ptem and during the deblurring
process noise gets amplified and the latent imfd@e, y) thus obtained will be not
the same as the original image. Hence before thR &€p the preprocessing steps
has been introduced that will prepare the image efificient Optical Character
Recognition. Preprocessing also speed up the miogesf the Optical Character
Recognitions. For Optical Character Recognitionss€eact OCR engine was used
which is an open source OCR engine developed bybétReen 1984 and 1994.
Tesseract works on improving the rejection efficiethan on base-level accuracy. It
performs the segmentation of the text with the leélponnected components as it is
simple and has the ability of detecting the inveese.

Text are segmented into lines then into word areh timto individual characters
using definite spaces and fuzzy spaces. After #ggmentation of the text into
individual characters they are passed for the m@tiog of character. Recognition is
two-pass process in which the satisfactory recaghi@ord is passed to an adaptive
classifier for training. This training increase tefficiency of the recognition. A
second pass is run over the text, in which worag there not recognized well
enough are recognized again. This increase theaocwf the recognition as two
passes of recognition are run on the same inptitk®nce the recognition step is an
important step of the framework so it handled véfiecial care so that the reading

framework is effective as well as robust.
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After the Optical Character Recognition of the detdd and preprocessed input
image we get the output text file. Now our taskoionvert this text file into voice
output so that it could be communicated to thealigwchallenged person. In text to
speech generation two major steps are followed dahatpreprocessing step and the
speech generation step. In the preprocessing ppchecking for misrecognized
words, text normalization for abbreviations andoagms and various morphological
operations are performed in order to enhance ttiartput so that it could give better
speech output. Then the speech generation is petbto generate the voice output

of the Text to Speech engine.

Text to Speech function was implemented in they@mming using the Microsoft
Win32 Speech API (SAPI) for the voice output. Instithe values of various
parameters that are set the voice available, padesampling rate of the speech
output can be set. If these parameters are nahestthe default values are used.
Hence the Visually challenged person gets to Heaspeech output of the captured
textual information and in this way he can acquibe knowledge about the

surrounding so that he can feel independent ififbis

6.1 COMPARISON WITH THE PREVIOUS APPROACHES

In the technologically Assisted reading framewask ¥isually challenged we have
improved the existing assistive technology for regdIn the previous approaches
there were only the image capturing routine andn thiee Optical character
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Recognition which generated the text file which wagrd to a Text to Speech engine
for the generation of the speech which was comnatedtto the Visually Challenged
person. The previous approaches assumed that t#geimill be an ideal image for
Optical Character Recognition that will give thesbeecognition text output. But
when the image is captured by the visually chakehgerson who is not an expert in
capturing image as well as the person is haviniicdify in viewing and the images
are also captured on the move that person canpaireathe image with any clarity.
Hence the captured image is bound to be affectéld tve issue of Blur, noise and
different lightning conditions. These issues cail fhe best possible Optical
Character Recognition engine. These issues wereaddtessed in the previous

approaches.

In Technologically assisted reading framework vmually challenged we not only
addressed these issues but also have come upwuatktéps in our architecture to
deal with the blur and the different contrast chemngr noise using Deblurring step
and preprocessing step before OCR. In our framewsrkew text deblurring

algorithm using blind deconvolution method and agerword confidence metric of
the OCR. The figure 6.1 below shows the differermween the previous
architecture in part (a) of the figure and part ghpws our architecture for reading

framework for Visually Challenged.
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Object with text
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Image Acquisition ¥

Deblurring Step
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Optical Character Recognition Preprocessing step before OCR
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Optical Character Recognition

Text to Speech Conversion l

Text to Speech Conversion

Speech output

Speech output
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Figure 6.1 Comparison between the Previous Ar chitecture (a) and Our

Architecture (b) for the reading framework for visually Challenged
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Table 6.1 Shows the comparison of previous architecture and our Architecture

using sample blurred input image.

Previous Ar chitecture Our Architecture

I nput
SNTZDT M=z || 2WNE0T Mz

Image

Deblurring

Not Applicable . ;
Step avinasn Verma

. 74987 ) TE41 ]

avinasn Vermsz

Preprocessing
Not Applicable
Step
avinash Verma
OCR
No output avinash Verma
Output

From the table 6.1 clearly shows that for the ldrinput image the previous
approach did not had any measures to cope with #rehhence the OCR generated

the incorrect recognition result. This is not thesided result and then incorrect
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recognition is then passed to the next step TeSpwech conversion that will again
give the undesired result. On the other hand ochit@cture has the measures to
deblur the blurred input image and then the preggsing step before OCR adds to
the accuracy of the OCR recognition even afteritpait image is blurred. This
shows that our framework is a robust reading fraorevior visually challenged as it

can handle the blurred and noisy input image.

6.2 FUTURE WORK

In the future work for Technologically Assisted Rew framework for Visually

Challenged research work on the text deblurring eh@hd development of new
techniques for the estimation of the Point SpreashcEon using blind Image

restoration technique should be done because ok in this field. The research
work for various non- blind image restoration algons can be easily found but
finding the algorithm for the blind image restooatitechnique that too for text
deblurring is not an easy job. The artificial nduratwork can be thought of as the
new solution to deblurring. As the part of futurer some deblurring algorithm
based on neural network need to be proposed. Retughy in the neural networks
has popped a new concept that is ComputationaldNéletwork (CNN). This CNN

can be thought as the future solution for the dgwekent of new technique to

deblurring the textual input image.
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In this thesis the work was based on assistiventgolgy for visually challenged for
reading. As a part of future work the other aspe€tsisually challenged person’s
life need to be addressed such as vision, writmgyvement, learning etc and
assistive technology need to be developed for th®mthat visually challenged
person can live life independently without the supmf others but with support of
the technology. Vision of visually challenged persequires seeing and interpreting
everyday objects. This capability is essential thie person to move around and
understand the surroundings without the help ofersth This will enhance the
mobility of the person and self-confidence. Anotim@portant aspect that needs to be
addressed is the writing independently for the allgyuchallenged person in which
they can write notes, documents, reports etc. withay regard to the size and shape
of the paper. The capability includes electronicording (e-writing) and manual
writing. The Movement for visually challenged indes moving and working around
in the houses, workspaces, and public places etirning about new objects such as
tower bolt, new concepts like height, color whidnde perceived through vision.
The strategy of converting the visual informati@nat stream of audio information
requires formation of concepts and their represiemahrough words. Considerable
cognitive challenges are to be solved with so thtcommunication is effective. So
a lot of work in the field of assistive technologgan be done for the visually

challenged person in the near future.
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