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PREFACE 

 

A distributed system can be defined as a group of independent computers that appear 

to the users of the system as a single system. Some of the examples of the distributed systems are 

network of workstations, automated assembly lines, a network of small office computers. Each 

computer executes components and works on a distributed middle-ware this distributed middle-

ware enables the components to coordinate their activities.  

Application requirements can be functional requirements depending on the centralized 

system and distributed systems. In non functional requirements various parameter are scalability, 

concurrency, openness, and resource sharing and fault tolerance. The summarized definitions of 

these requirements are as follows - Scalability this denotes the ability to accommodate a growing 

load in the future; Concurrency deals with the execution of different events and conflicting 

issues; Openness the authorization requirements are totally dependent on the distributed system 

requirements; Resource sharing offer resources i.e. hardware, software and data required to be 

shared by more than one user. Distributed objects provide a sophisticated model of Resource 

sharing. Fault tolerance means that the operation can continue even in the presence of fault and it 

is achieved in the distributed system by means of replication. 

 

A cryptosystem is defined as the system which transforms plaintext into cipher text 

using a key (public or private). The process of designing a cryptosystem is called cryptology 

whereas the study of cryptosystem is called cryptanalysis. The fusion of cryptology and 

cryptanalysis is called cryptography. The cryptography is composed of two theories, namely 
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Symmetric key cryptography and Public key cryptography. This provides security by massage 

integrity and digital signatures. Several features of the cryptography are as follows 

 

Confidentiality:  In this phase it is ensured that only authenticated sender and intended receiver 

should understand the original message. In this procedure sender encrypts message and receiver 

decrypt the message. 

End point authentication: In this phase the sender and receiver are confirming the identities of 

each other. 

Message Integrity: In this phase the sender and receiver would be ensuring that the original 

message was not altered during inframsist and after worlds.  

 

Preserving security and privacy is a challenging issue in distributed systems. This 

proposal makes a step forward in solving this issue by proposing a generic framework for multi-

factor authentication to protect services and resources from unauthorized use. The authentication 

would be based on trust based model. Proposed framework would not only demonstrate how to 

obtain secure multi-factor authentication, but also would be addressing several prominent issues 

of biometric authentication in distributed systems (e.g., client privacy and error tolerance). The 

model would also be satisfying the Trust Based Model properties.  

The objectives of the proposed research work are to enhance the security of the 

distributed system. This proposes the new model of security framework based on the DNA 

cryptography and computational intelligence approach.  The major findings of the proposed 

research work are  
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- Computational intelligence approach is used to design a trust based system security 

framework. Fuzzy logic is used to approximate the trust values of entities in the proposed 

system.   

- DNA cryptography is used to enhance the robustness of designed system. DNA concept 

is used for the decryption and encryption.  
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CHAPTER 1 

 

 

INTRODUCTION 
 

 

 

1.1 OVERVIEW  

 

The recent developments in security in Distributed Systems propose to 

extend notions developed for stand-alone system security in the development of 

requirements for network (distributed system) security as discussed by Firdhous 

(2011). This work advocates the use of network topology in concert with the evaluation 

levels of the systems in the network (i.e., its nodes) to determine constraints that should 

be imposed on classified processing. In a single proposal, several modes of network 

operation are defined and constraints on network topology and system evaluation 

levels are developed for each mode. 

 

The appeal of these proposals is conceptual parsimony (Xu et al. (2003)). If 

it can be shown that existing computer security concept are adequate to describe 

security in a distributed environment, a great deal of expense, intellectual effort, and 

institutional retooling can be eliminated. This is a worthy goal deserving serious 

attention. 
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However, there is danger in this approach. If the expected advantages are 

great, much effort will be made attempting to provide the necessary generalizing 

framework, while little attention will be paid to the underlying question of whether this 

generalization is possible as discussed by Yao and Fidelis (2003). The temptation is to 

assume the possibility without clearly establishing the merits of that assumption. 

 

This proposal presents factors other than node evaluation levels and network 

topology that affect distributed system security. Its scope is limited to establishing 

these additional factors as relevant. 

 

1.2 BACKGROUND  

 

A distributed system (Aikebear et al. (2011)) can be defined as a group of 

independent computers that appear to the users of the system as a single system, some 

of the examples of the distributed systems are: network of workstations, automated 

assembly lines, a network of small office computers. Each computer executes 

components and works on a distributed middle-ware this distributed middle-ware 

enables the components to coordinate their activities.  

 

The various requirements of distributed systems are categorized as 

application requirements and non-functional requirements. The application 

requirements can be functional requirements depending on the centralized system and 

distributed systems. In non functional requirements various parameter are scalability, 

concurrency, openness, and resource sharing and fault tolerance as discussed by 

Firdhous (2011). The summarized definitions of these requirements are as follows.  

Scalability defines the ability to accommodate a growing load in the future. 

Concurrency deals with the execution of different events and conflicting issues. 
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Openness the authorization requirements are totally dependent on the distributed 

system requirements.  

Resource sharing offers resources i.e. hardware, software and data required to be 

shared by more than one user.  

Distributed objects provide a sophisticated model of Resource sharing. Fault 

tolerance means that the operation can continue even in the presence of fault and it is 

achieved in the distributed system by means of replication. 

 

  

1.2.1 Design Issues of Distributed System 

 

The design issues for the distributed systems have been discussed by 

Pallickara et al. (2007) and Shehab et al. (2010) which for our purpose are recorded 

below. 

 

1. Transparency. This directly relates to achieve the single system concept means 

how a group of computer can be presented as a single computer. It can be achieved 

by using two levels. In level 1, the distribution from users is hidden while in the 

second level the transparency to the program is maintained. The number of 

transparency includes: 

 

(i) Location Transparency. In this user’s doesn’t know about the place of hardware 

and software recourse such as CPU, Printers, files and databases. 

 

(ii) Migration Transparency. In this transparency it is assured that the resources are 

free to change their location without changing their names. 

 

(iii) Replication Transparency. In this the files and resources can be replicated. 
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(iv) Concurrency transparency. In this transparency, the multiple users are allowed 

to concurrently access the same resource using lock, unlock and mutual 

exclusion.               

  

2. Flexibility. Flexibility makes the system easy to change.  

 

3. Reliability. The distributed systems must be more reliable than the single system 

they need to maintain consistency, security and fault tolerance capabilities. 

 

4. Performance. The Performance of the distributed system is affected by 

communication delays and lack of fault tolerance.          

 

5. Scalability.  System grows with time depending on the requirement of resources. 

When the requirement of resource increases linearly in terms of the size of the 

system, the distributed systems are not scalable. 

 

The distributed system security as discussed by Firdhous (2011) is an 

important research issue. There are many security aspects that can be incorporated to 

make distributed system secure. Some of them are briefly discussed below. 

 

1. Security for Computing Clusters. When the computing clusters as discussed by Xie 

and Qin (2008) are made available to the public using public resources such as 

internet, various attacks can be attempted during inter node communication and 

cluster service communication. 

 

2. Grid Systems Security. Many Security mechanics have been developed to secure 

the grid resources as discussed by Demchenko et al. (2008) against several attacks. 

Middle-ware while is a critical system software in a grid infrastructure gives the 

common communication infrastructure. The modules for security purpose are grid 

certification authority certificate and grid authentication modules which is the 

critical components in preventing external users. 
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3. Distributed Database Seemly. The Implementation security in distributed database 

is a critical research issue dealing with new types of databases like object oriented 

database, temporal database, object relational database. A multilevel secure 

database management system (MLS/DBMS) has been developed for security 

database operations as given in Kaur et al. (2005).  Zubi (2009) has proposed a 

multilevel access control confidentially, reliability, recovery to maintain the 

distributed database system security. 

 

4. Distributed Storage System Security.  This model addresses the security aspect in 

the distributed storage of data. The various addressed security issues are 

confidentiality, integrity, availability and authentication as give in Kaulman et al. 

(2002).  

 

1.2.2 Trust Based Security Issues in Distributed System 

 

 There are various security issues in distributed system such as 

Authentication, Authorization, Confidentially, Data Integrity and Denial of Service 

Attack. The concepts of trust Li and Singhal (2007) in ensuring the distributed system 

security have been frequently used in recent past. Generally, an entity can be called to 

trust a second entity when the first entity makes the assumptions that the second entity 

will behave exactly as the first entity expects following outlines are considered for 

modeling trust in security architecture (I) Trust is a key attribute of security 

architecture; (II) Security architecture should ensure a level of trust; (III) Trust is 

enhancing the confidence that something will or will not happen in a predictable and 

defined manner.  
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This is a coherent framework for studying the security polices credentials 

and relationships of trust among different entities as discussed by Wang and Sun 

(2009). There are two types of models for trust management, viz. Certificate based and 

Reputation based. 

 

In certificate based approach all the entities are provided with a certificate 

of authentication however in reputation based model each entity is provided with a 

numerical value showing the quantity of reputation various trust management 

approaches are considering different kinds of trust like global trust and federated Trust. 

In global trust each entity in the system has a specified global trust value that other 

entities can access. However, in federated trust the management of trust activity has 

been carried out across multiple and heterogeneous security domains along with the 

autonomous systems. Several trust based system for distributed system security have 

been developed like policy maker and key note. 

 

Trust management can be defined as a unified approach to specify security 

policies allowing direct authorization of security critical actions. It can be defined as an 

activity which capture evaluate and enforce trust intentions. 

 

1.2.3 Cryptography in Distributed System Security 

 

A cryptosystem is defined as the system which transforms plaintext into 

cipher text using a key (public or private) as discussed by Chadwick et al. (2003). The 

process of designing a cryptosystem is called cryptology whereas the study of 

cryptosystem is called cryptanalysis. The fusion of cryptology and cryptanalysis is 
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called cryptography. The cryptography is composed of two theories; and they are 

Symmetric key cryptography and Public key cryptography. 

 

  This provides security by massage integrity and digital signatures as discussed 

by Shehab et al. (2010). Several features of the cryptography are as follows. 

 

1. Confidentiality. In this phase it is ensured that only authenticated sender and 

intended receiver should understand the original message. In this procedure sender 

encrypts message and receiver decrypt the message. 

 

2. End Point Authentication. In this phase the sender and receiver are confirming the 

identities of each other. 

 

3. Message Integrity. In this phase the sender and receiver would be ensuring that the 

original message was not altered during in framesets and after worlds.  

 

Further, to ensure message integrity secured types of approach are used in 

cryptography such as message digest, internet checksum, Hash Function Algorithm 

(MDS, SHA-1), Message Authenticate Code (MAC), Digital signature and Public key 

certificate. 

 

In DNA based cryptography the plain text messages are encoded in the form 

of DNA which is based are alphabet of short oligonucleotide sequences. The use of 

DNA improves the compact storage media and an externally small amount of DNA 

suffices even for a big one time pads.  

 

In the present thesis we propose the development of two new security 

frameworks for distributed system. In the first proposed model for ensuring the trust 
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among entities using trust values to secure the communication of trust value by using 

the cryptography approach. The fuzzy logic has been utilized for trust value 

computation. In the second model we have developed a trust based security systems for 

ensuring distributed system security integrated with DNA based cryptography 

approach.   

 

1.3 PROBLEM STATEMENT  

 

Preserving security and privacy is a challenging issue in distributed systems. 

This proposal makes a step forward in solving this issue by proposing a generic 

framework for multi-factor authentication to protect services and resources from 

unauthorized use. The authentication would be based on password, smart card, and 

biometrics. Proposed framework would not only demonstrate how to obtain secure 

multi-factor authentication, but also would be addressing several prominent issues of 

biometric authentication in distributed systems (e.g. client privacy and error tolerance). 

The model would also be satisfying the Trust Based Model properties. The major 

features include, identification of basic security parameters, definition and 

implementation of security parameters and their interrelationships, identification of 

biometric security issues and integration of trust based model. 

 

1.4 RESEARCH OBJECTIVES AND MAJOR CONTRIBUTIONS  

 

The objectives of the proposed research work is to enhance the security of 

the distributed system by proposing two new models of security framework based on 

the Computational Intelligence and DNA Cryptography approach. The major 

contributions of the thesis are as follows. 
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1. Computational intelligence approach is used to design a trust based system security 

framework. Fuzzy logic is used to approximate the trust values of entities in the 

proposed system.   

 

2. DNA cryptography is used to enhance the robustness of designed system. DNA 

concept is used for the decryption and encryption.  

        

1.5 THESIS ORGANIZATION  

 

The thesis has been organized into seven chapters. The Chapter 1 is the 

introduction of the proposed work that includes the basics of distributed systems, 

security issues and their biometric extensions. This includes the research objectives and 

major contribution and thesis organization.  

 

Chapter 2 gives the critical review of the proposed work including 

authentication based security approaches, trust based security approaches, access 

control and cryptography based approaches, policy, pattern and quorum based security 

approaches.   

 

Chapter 3 introduces the basic concepts of distributed system security. 

Various security and legislation standards are explained in this chapter. This also 

includes the security services. Different cryptography issues are well discussed.  

 

Chapter 4 introduces the application of cryptography in distributed systems. 

This chapter includes public key cryptosystem, RSA algorithm, Diffie-Hellman 

Exchange Algorithm are well discussed.        
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Chapter 5 includes the proposed model of trust based distributed system 

using soft computing approaches. Fuzzy logic theory has been used to generate the 

trust values. Space and time line diagram for mutual authentication has been carried 

out. 

Chapter 6 introduces the DNA cryptography application in distributed 

system security.  

 

Chapter 7 is the conclusion and future scope of the research work carried out 

in this thesis.  
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CHAPTER 2 

 

 

LITERATURE REVIEW ON SECURITY  

IN DISTRIBUTED SYSTEM  
 

 

 
In this chapter different approaches and theories related to distributed 

systems security are reviewed. The chapter has been divided into three sections. 

Section 2.1 introduces the security approaches of the distributed systems. Section 2.2 

introduces the security issues and challenges and the security issues are summarized in 

Section 2.3.         

 

As discussed by Pallickara et al. (2007) and Shehab et al. (2010), the 

important research issues in distributed systems are security approaches. The different 

components of distributed system security are like authentication, encryption, 

authorization and system protection as commented by Anderson (2010). On the other 

hand the security management environment (Bai (2008)) which used to be based on 

single authority systems is now used with groups shared responsibilities. The 

Distributed System access control mechanisms have been studied by Koshutanskai 

(2009) and the role based access mechanisms have been discussed in detail by 

Chadwick et al. (2003).  

For expressive economy the term security is used to represent both its 

traditional meaning as well as those notions carried by the term privacy as commented 
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by Seamons and Winsbotough (2002). An overview of distributed system architecture 

is usually given and employed as a framework for subsequent analysis. The major 

security attacks issues such as eavesdropping, masquerading and message tempering 

(changing the content of the message), replaying the message and denial of services 

have been discussed by Oppliger et al. (1999).  

 

2.1     DISTRIBUTED SYSTEMS SECURITY APPROACHES 

 

There are various approaches which address the security of a distributed 

system. These approaches are based on authentication, trust, access control, 

cryptography techniques etc. In this section we briefly discuss some of the approaches. 

 

2.1.1     Security Based on Authentication   

 

Shehab et al. (2010) have proposed a path authentication technique. On 

demand path discovery algorithm has been investigated to make capable domains to 

securely produce paths in the collaborative environment. Pallickara et al. (2007) 

produced a transport approach for tracking the availability of entities in distributed 

systems.       

As discussed by Xiaoyong et al. (2011), heterogeneous distributed systems 

are extremely useful in different applications, like stock quote update systems, 

electronic transaction processing systems, which need a highly efficient amalgam of 

authentication, integrity and confidentiality. Xiaoyong et al. (2011) have also 

developed a meaningful security driven scheduling architecture. This approach has 

been developed for Direct Acyclic Graph (DAG). The developed concept dynamically 

evaluates the trust of each node. 
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The authentication of remote client is a critical research area in the 

distributed systems. A three factor based authentication technique has been proposed 

by Huang et al. (2011) which extends the earlier used two-factor authentication 

technique for ensuring the client privacy effectively in distributed systems. Three 

important factors used to develop this approach are password, smart card and 

biometrics. 

Different concepts of the security in distributed systems have been explained 

by Vieira et al. (2010). This includes user authentication using passwords, digital 

certificates and confidentiality in data transmission. Authentication servers are playing 

a big role in distributed computing systems that have been discussed by Gollmann et 

al. (1993). Major design issues are the cryptographic algorithms, synchronization and 

amount of trust. A secured password based authentication with a trusted third party is 

proposed by Seung and Souhan (2006). A well-known authentication protocol, called 

Kerber OS is the base of this approach. 

 

2.1.2     Security Approaches Based on Trust 

 

Li and Singhal (2007) have developed a trust based model for applications 

like P2P systems. Trust models plays crucial role in the production of security systems 

in distributed applications. An extended D-S theory based trust model (ExDSTM) has 

been developed and implemented by Jiang et al. (2012). Other D-S theory models are 

implemented by Huang et al. (2010), Wang and Sun (2009) and Yu and Singh (2002).  

 

A dynamic and context sensitive trust based security mechanism has been 

proposed and implemented by Ding et al. (2012). A risk management has been 

integrated into security by using a trust model as proposed by Lin and Varadharaan 
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(2006). This model shows that the risk management can be applied to maximize the 

utilization of the distributed systems. The model has the utility to evaluate the trust, 

also. A trust based security mechanism has been developed by Feigonbaum et al. 

(1999).  

 

2.1.3     Security Approaches Based on Security   

 

 

A device level system has been developed in the framework of security 

control and proposed by Xu et al. (2003). Public key cryptography, software agents 

and XML binding technologies are used to model this method. 

 

Secure distributed systems use various techniques, like Public Key 

Infrastructure (PKI) and Role Based Access Control (RBAC). RBAC approach has 

been used to develop authentication based on Public Key Certificates (PKC) as 

proposed and implemented by Chang-Ji et al. (2003). 

 

2.1.4     Security Approaches Based on Policy  

 

Hamdi and Mosbah (2009) have developed a policy based distributed system 

security mechanism. This method gives modular security policies and independent of 

underlying system. This approach is based on domain-specific language for 

verification, specification along with the implementation of distributed system security 

policies and approaches. Hamdi et al. (2007) discussed the real integration of security 

policies with distributed systems. The security policies are configured manually and 

enforced to the distributed system automatically. Yao and Fidelis (2003) have 

developed a policy based mechanism.  
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2.1.5     Security Approaches Based on Patterns   

 

Different kinds of security patterns for distributed system security are 

reported by Uzunov et al. (2012). Different pattern based security methodologies are 

well discussed and their maturity and appropriateness are evaluated. 

 

2.1.6    Security Approaches Based on Quorum  

 

As discussed by Zhou et al. (2010), quorum based security systems are 

extremely used in solving the problem of data consistency in distributed fault-tolerant 

systems. The Intrusion – Tolerance Quorum System [ITOS] of hybrid time model 

based on Trust Timely Computing Base (TTCB) has been proposed and implemented 

by Zhou et al. (2010). 

 

A role based access control model has been developed by Tomoya and 

Makoto (2000). The Role Ordering (RO) schedulers are introduced along with 

concurrency control based on significance of roles assigned to the transactions. 

 

2.1.7     Other Approaches for Distributed System Security  

 

 

A mobile agent based security model has been proposed by Qi and Yu 

(2001). Explanation and analysis of the strength of security and various threats are 

explained. The ability of the system to detect the illegal behaviours and fight back in 

intrusion with counter measures is called self protection. A methodology for assessing, 

implementing and evaluating the self-protected system has been investigated by Palma 

et al. (2012). 
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The integration between security and privacy for distributed system security 

has been explained by Hau et al. (2005). The implementation of distributed security 

systems is optimized. Genetic algorithms have been used for the purpose as reported by 

Bykoyy et al. (2008). 

 

A security heterogeneity method for scheduling model in the distributed 

system has been proposed by Xie and Qin (2007). An excellent heuristics scheduling 

algorithm has been implemented which strives to maximize probability that all tasks 

are carried out without any risk associated with attack. 

 

Cappello et al. (2005) have implemented Extreme Web architecture with 

computing ability in a large scale distributed systems. The architecture of the system 

and parallel programming paradigms are explained here. A proposal for secure 

transaction in mobile system based on delegate object model has been proposed by 

Shenbagavadivu and Savithri (2012). The challenging issue of distributed nature are 

focused in modern computer systems. 

 

The RAIN technology is explained by Bohossian et al. (2001), which is 

research collaboration between Caltech and NASA-JPL on distributed computing and 

data storage systems for future borne missions. Several solutions of concept 

applications are proposed, like extremely available web server, video server, 

distributed check pointing system. 

 

Legal Information Flow (LIF) scheduler is implemented by Enokido and 

Takizawa (2007) for the synchronization of transactions to prohibit illegal information 

flows. An incremental progressive exposure approach and secure service discovery 

have been developed by Vhoi et al. (2011). 
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One another important research area is building secure P2P file sharing 

system. A powerful adversary model has been implemented by Di Piero et al. (2007) 

for designing a threat adaptive secure file sharing system. A CORBA based open 

authentication model security service specification has been developed by Chang et al. 

(2002). Bovoselov et al. (2007) has been proposed the security of information 

transmission over networks in distributed system. Zhao and Thomas (2009) discussed 

the secure functions in considering two models of non-repudiation protocols which are 

specified using the Markovian Process Algebra PEPA. 

 

Wietrzyk et al. (2001) designed a model which provides support for 

distributed advanced workflow transactions. For the purpose of modelling security 

protocols in distributed systems, UML2 have been used by Zhou (2012). 

 

2.2  ISSUES AND CHALLENGES IN DISTRIBUTED SYSTEM SECURITY  

 

We mention below some issues and challenges in the development of secure 

distributed systems.   

1. Development of approach which approximate the security level in a system. 

2. Inspecting the system security. 

3. Proposing the security metrics. 

4. Combining the approaches like Cryptography etc. for secure distributed data 

communication.  

5. Use of middle ware in distributed system security. 

6. Use of web services in security purposes. 
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2.3      COMPARISON BETWEEN THE OLD MODELS AND THE PROPOSED 

MODEL 

 

The comparison between the old models and proposed model is given below 

in Table 2.1: 

 

S. 

No. 
Old Models Proposed Model 

1. 

Security policies are manually 

configured in model proposed by Hamdi 

and Mosbah (2009).   

The Security policies are 

automatically configured in the 

proposed model by FKBS 

implementation.   

2. 

The authentic based security model 

proposed by Shehab et al. (2010) uses 

manual configuration of entities.   

The Proposed model automatically 

frames the status of entities using 

different trust values.  

3. 

The Client privacy is not well 

implemented in the model proposed by 

the Theang et al. (2011). 

The client privacy is maintained by 

Reputation factor in the proposed 

model.  

4. 

Seung and Souhan (2006) has proposed 

model that uses password based 

authentication which is poor in the point 

of robust security.    

In the proposed model a secure 

system has been developed using 

Reputation Factor and Trust Values.   

 

 TABLE 2.1 COMPARISION OF MODELS 
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2.4     MERITS AND DEMERITS OF THE PROPOSED MODEL 

 

The following are the merits and demerits of the proposed model:-  

   

2.4.1     Merits of the Proposed Model 

 

1. The proposed model uses modern artificial intelligence approaches to develop a 

robust security mechanism. 

2. The proposed model uses the DNA cryptography approach that is provide      

multiuser architecture. 

3. The uncertainty of different parameters is handled using the fuzzy logic. 

 

2.4.2     Demerits of the Proposed Model 

 

The computational time complexity of the proposed system is high 

compared to the other models but security degree is higher than the other models which 

is the major objective of the proposed system.     

 
 
2.5      BRIEF SUMMARIZATION OF THE DEVELOPMENT OF 

DISTRIBUTED SYSTEMS WITH VARIOUS SECURITY TECHNIQUES   

 

Many developments like authentication, access control, cryptographic 

techniques, trust based models, quorum based system etc. leads to have secure and 

trusted distributed systems. TABLE 2.2 briefs such type of developments.  
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   Table Contd. ……….  

 
 

 

 
 

S. 

No. 
Category Focus Reference 

1. 

Authentication 

Based 

Approaches 

Path authentication technique Shehab et al (2010) 

Security driven scheduling 

architecture  

Xiaoyong et al 

(2011) 

Remote Client authentication   Huang et al (2011) 

Passwords, digital certificates and 

confidentiality  

Vieira et al (2010), 

Seung and Souhan 

(2006) 

Cryptography in authentication servers  

Gollmann et al 

(1993), Xu et al 

(2003), Chang-Ji et 

al (2003) 

2. 
Trust based 

security  

Risk management  
Lin and Vardharajan 

(2006) 

P2P System 
Li and Singhal 

(2007) 

Extended D-S theory based model  

Jiang et al (2012), 

Huang et al (2010), 

Wang and Sun 

(2009), Yu and 

Singh (2002) 

Context sensitive trust model  Ding et al  (2012) 
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TABLE 2.2 SUMMARIES OF MODELS PROPOSED 

 

 

 
 

 

   

 

 

 

 
 

 

 

 

 

 

 

 

  

3. 
Policy based 

security  
Modular security policies 

Hamdi and Mosbah 

(2009), Hamdi et al 

(2007) 

4. 
Pattern based 

security  

Security pattern for distributed 

systems  

Uzunov et al (2012) 

5. 
Quorum based 

security  
Distributed fault tolerance system  

Zhou et al (2010) 

6. 
Other 

techniques  

Mobile agent based system Qi and Yu (2001) 

Genetic Algorithm based  Bykoyy et al (2008) 

X-Tron Web Architecture 
Cappello et al 

(2005) 

RAIN Technology  
Bohossian et al 

(2001) 

LIF Scheduler  
Enokido and 

Takizawa (2007) 
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CHAPTER 3 

 

 

BASIC CONCEPTS OF DISTRIBUTED 

SYSTEMS SECURITY AND FUZZY  

RULE BASED SYSTEMS 
 

 

 
3.1    INTRODUCTION TO SECURITY 

 

The security in communication networks as discussed by Pallickara et al. 

(2007) is an important research issue.  In the recent past the business practices have 

been very much affected by data communication and e-commerce security (Vieira et al. 

(2010)) issues with the industries facing new security threats. Therefore, it is important 

to further strengthen the security of data transport and distribution. 

The reasons behind to develop a robust security for network are as follow: 

1. Security may results into the financial losses. 

2. The sensitive information transferred across the Internet or Intranet must be 

secured. 

3. The effective Information Security System must be developed by the business 

organizations. 
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3.2     SECURITY STANDARDS  

 

It is important to carry out a detailed risk assessment to determine the nature 

and extent of important threats. This always leads to the achievement of security level 

that is appropriate and acceptable. The International Organization for Standardization 

(ISO)/ International Electro-Technical Commission (IEC) 17799 (2000) information 

technology as discussed by Li and Singhal (2007) is the set of information Security 

Management that is responsible for providing and appropriate security policies and 

regular auditing of systems. This standard provides specification for building and 

operating information security management system. It provides certificate of 

organizations that confirm different dimensions of security. Organizations in UK must 

conform to the data protection Act of 1998.  

3.3     OPEN SYSTEM INTERCONNECT (OSI) MODEL 

The Customer’s Enterprise Architecture (Koshutanskai (2009)) for security 

is developed using Open System Interconnect (OSI) networking model. This 

framework has solution for security for all kind of enterprise infrastructure i.e. basic 

building block of any organization. In OSI model the security implementation has been 

carried out at different levels. Further, the security is extended into procedures and 

policies that support business driven goals. The security of information system plays 

vital role in the financial and business objectives of an organization.    

3.3.1     Various Layers of OSI Model 

1. Physical Layer. In this layer the cable plant wing and telecommunication 

infrastructure are protected using security framework. Redundant power and Wide 

Area Network (WAN) Connections are used to protect the physical layers. The 
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physical hardware in network closets, server farms are also included in the physical 

hardware security. Locks, alarms on entrances, climate controls and access to data 

centre are major building block of protection.     

2. Data link and network layers. This layer performs numbers of technologies are 

used to protect the communication infrastructure. The Virtual Private Network is 

used to secure information by encryption method and encrypted tunnels through 

networks are used. The data traffic flowing over the wire is inspected by intrusion 

detection system on bit stream pattern. This indicates attacks or malicious intent. 

The suspicious pattern is identified at the hot machine using Network Interface 

Card (NIC) using host inclusion detection system. Malicious codes resulting into 

viruses are identified through virus scanning.     

3. Network and Transport layers. It closely inspects the traffic to ensure the use 

of firewalls for packet entry and leaving network. The Routers used for filtering 

access control lists, Internet Protocol Packets traffic from going to systems are not 

required.  

4. Session layer. Number of tools and technique are used to protect the system. Some 

of these are policies for system Management for example; handling the operating 

system keeping patch levels revision of operating system upto date etc. 

5. Presentation and Application layers. On this layer the user accounts are 

managed by accessing the control networks, system and applications. Virus 

scanning applications are used to scan different kind of memories for malicious 

code.   
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3.4   SECURITY ATTACKS 

An attack is an identified as an action that comprises the security of 

information system owned by an organization (Seung and Souhan (2006)); this is an 

intelligent act that is a deliberate attempt to evade security services and leads to 

violation of security policies in a system. There are two kinds of security attacks 

identified as Passive attack and Active attack. 

 

3.4.1     Passive attacks 

 

In passive attack the attacker only eavesdrops the communication system he 

may read messages and suppose to see and monitor network traffic but he does not 

alter messages. The meaning of passive is that the attacker does not tried to carryout 

modification to the data the information from the system can be used in passive attack 

and it does not affect the system resources. The information is collected by the attacker 

aiming to get the information that is in transit. Following are the passive attacks 

discussed below. 

1. Release of message contents. In this attack the attacker acquires the knowledge 

of the confidential message that is being transmitted from sender to receiver. The 

email message and telephone conversation can be trapped by the attacker and this 

leads to the release of message content in between sender and receiver.   

2. Traffic analysis. Traffic analysis is the act of intercepting and examining 

messages for acquiring information from patterns in communications. This analysis 

can be carried out in encrypted and decrypted messages also this can preferred in 

the context of military intelligence and counter intelligence and also concerned in 

security. An attacker acquires relevant information by monitoring the frequency 
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and timing of network packets. The Hidden Markov Model can be used to study the 

time between the keystrokes for analyzing.  

 

3. Brute force attack. In this attack all the possible keys are tried decision 

exhaustive search attack that attempt to break a cipher by trying all possible keys. 

4. Algebraic attack. In this attack the cipher is written as a system of equations and 

is solved for the keys which  involves the following: 

 

i) Showing operations as a system equation. 

ii) Substituting known data from some of the variable and solving fro keys. This 

makes the attack impractical as a combination of sheer size of the systems 

equations. 

Solving nonlinear system of equation is much harder. So cipher designing ensure to 

make their cipher highly nonlinear.   

 

 

5. Countermeasure for traffic analysis. The channel can be masked by dummy 

traffic where no actual messages are being sent i.e. similar to encrypted traffic that 

maintains bandwidth usages constraints. 

 

3.4.2     Active attacks 

 

The unauthorized changes in message content have been made during active 

attack. There are several active attacks which are discussed below:  

1. Masquerade   attacks. In this attack a computer takes a false identity leading to 

acquire or modifying information. This takes place when one entity pretends to be 

another entity in the network. In this case the authentication sequence can be 

captured or replayed often a valid sequence authentication.  
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2. Message replay attacks. The message replay is the reuse of transmitted data at a 

later time than actually intended frequency. For instance, in transferring funds from 

a bank account to another the data is captured and replayed by the attacker. It is 

basically the retransmission of message to execute different kind of things.    

3. Message modification attacks. This includes the change in the packet header 

address for the purpose of directly and unintended destination. This attack is related 

to the modification of content to produce an unauthorized effect. 

4. Denial-of-service attacks. A denial-of-service attack is related to the activity in 

which a particular resource denied to carry out its specified task for example a 

flood of message is caused in the traffic network. Another example is the execution 

of the rapid and reputed request to the web server. This type of attack is reported in 

internet connected services. This attack is wastage of network resources in real 

terms.     

5. Distributed Denial-of-Service (DDoS) attacks. In this attack the attacker uses any 

of the computer for the purpose of attack in this case the attacker may take the full 

control of your computer to carryout unauthorized activity as discussed by 

Gollmann et al. (1993). There are number of effective ways to prevents DDoS but 

few steps can be taken to overcome with this attack. 

(i) Installing and maintaining antivirus software. 

(ii) Installing a firewall and configuring it to restrict traffic transactions. 

(iii) Apply good security practices for distributing email address and for managing 

unwanted traffic. 

Moreover, the following symptoms could indicate the execution of DDoS: 

1. Slow network performance. 

2. Unavailability of a particular website. 
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3. Inability to access any website. 

4. Dramatic enhancement in the amount of spam received in the account.  

   

3.5   SECURITY SERVICES 

Security services (Chang-Ji et al. (2003)) are implemented to increase the 

security of network. Security policies and mechanisms are developed using security 

services. There are five types of security services: 

 

3.5.1    Authentication 

 

Authentication is the process in which the entity that sends or receives the 

message is the one it is actually pretending to be there are two types of authentication 

that are used in network security: 

 

1. Peer entity authentication: This is used in combination with logical connection 

providing confidence in the identification of entities that is connected. 

 

2. Data origin authentication: This maintain authentication in connectionless 

transfer of data in which source of received data is as claimed. 

 

3.5.2    Access Control 

 

This prevents the unauthorized access of resources. This can also be defined 

as the ability to permit ordinary the use of something by someone. 
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3.5.3     Data Confidentiality 

 

This ensures the safe delivery of data from origin to destination. There are 

four types of data confidentiality as expressed below: 

 

1. Connection Confidentiality: This is related to the protection of all user data on a 

connection. 

2. Connectionless Confidentiality: This is related to the protection of user data in a 

single data block. 

3. Selective-Field Confidentiality:  This is related to the protection of selected fields 

in the user data on a connection. 

4. Traffic Flow Confidentiality: This is related to the protection of data that is 

derived from observation of traffic movement. 

 

3.5.4   Data Integrity 

 

The data integrity assures that the received data is same as delivered by 

authorized entity that means it contain no modification or alternation in the data. The 

various data integrity methods are as under. 

 

1. Connection integrity with recovery: This provides integrity of all user data in a 

connection and identifies any type of alternation in data with recovery attempted.  

2. Connection integrity without recovery: This is same as above discussed 

integrity but having without recovery. 

3. Selective-fields connection less integrity: This is related to the integrity of 

selected fields within the data block of user data transferred over a connection. 
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4. Connectionless integrity: This is related to the integrity of single connectionless 

data block and can take the identification of data alternation. This also has a replay 

detection mechanism. 

3.6     SECURITY MECHANISMS 

 

The security mechanisms (Hamdi and Mosbah (2009)) are responsible for 

identifying any break in security and after identifying this helps to remove the security 

breakdown. Security mechanisms are responsible for identification of various security 

attacks. Different Security mechanisms are discussed in the section. 

 

1. Encipherment. This is also termed as encryption. This develops the mathematical 

formulas, algorithms and key to convert a simple message into a complex message 

that is not easily understandable by the each and everyone.   

2. Digital signatures. These are used to ensure the source and integrity of computer 

document. The cryptographic formats of digital signature are appended with the 

electronic document. 

3 .  Access control.  This is used to prevent unauthorized access of data and network 

resources. 

4. Data integrity. This identifies that the data sent to the receiver is same as the data 

sent by the sender. 

5. Routing control. Routing is the important activity to tackle with the problem of 

traffic congestion thus leads to removal of denial of service attack. 
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3.7     CRYPTOGRAPHY 

 

Cryptography is based on the functioning of encryption and decryption of 

data which enables us to store sensitive information or transmit it across in secure 

network. This is a practice of hiding the information being transmitted. It is basically 

the combination of Mathematics and Computer Science.    

 

3.7.1    Conventional Encryption Model 

 

In this particular security model the message is set over the network with the 

following steps: 

1. The sender takes decision to send a message over the network this is represented 

in any language of users’ interest and known as plain text.    

2. After the encryption is performed using cryptographic keys and plain text is 

converting into cipher text. 

3. Finally the cipher text message is send over the network on the communicated 

channel. 

4. After receiving the message on the receiver the cipher text is converted into plain 

text using some set of keys.  

 

This security framework is of two types, namely symmetric cryptographic model 

and Asymmetric cryptographic model. In symmetric cryptographic model the 

encryption and decryption are carried out using same key that is called shared key. The 

shared key is the unique key for a specific session and is only known to sender and 

receiver. In the asymmetric model public key of sender or private key of receiver is 

used for encryption and similarly they receive decrypts the information all users of the 

networks know the public key but a private key is only known to a particular user.       
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3.7.2   Kinds of Ciphers 

 

There are many types of ciphers are discussed as follows:  

 

1. Substitution cipher. In substitution cipher the changes are made some letters 

in the plain text to convert into cipher text. 

 

2. Caesar cipher. This is also known as the shift cipher and this is most widely used 

encryption technique. This method is named after Julius Caesar who used this 

method to communicate with their general. The following example can be quoted.  

The plaintext is given as: 

 

Plaintext: L U C K N O W 

And the key is 3. So the ciphertext comes out as: 

Ciphertext:   O X F N Q R Z 

 

The process of deciphering is just the reverse of this process in which 

the letters are identified by decreasing degree the modular arithmetic method can 

also be used for encryption and decryption. This is mathematically expressed as  

 

E (y) = (y + m) mod 26. 

D (y) = (y - m) mod 26. 

 

In this scheme a = 0, b = 1, ……., z = 25 are the modulo number 

identification.  

 

The Caesar cipher can be easily broken under two types, namely, 

monoalphabetic and playfair cipher. In monoalphabetic cipher one letter of the 

alphabet is substituted with another letter of alphabet Caesar ciphers are best examples 
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of Monoalphabetic cipher. The playfair is also named as playfair square which is 

manual symmetric encryption technique invented in 1854.  

 

3.8     DATA SECURITY PROTOCOLS 

 

The data security protocols are developed to maintain security against 

various kinds of attacks. Eavesdropping, man-in-the-middle attacks, repudiation, 

message alternation etc. are some of the examples of the data security protocols. The 

authentication, authorization and encryption are the mechanism of data security 

protocols, less computing power is required by private key encryption as compared to 

public key encryption. Some time public key approaches are used to distribute the 

private keys. One of the private approaches is Kerberos developed at Massachusetts 

Institute of Technology (MIT), USA. This contain central security server which is 

trusted purely by everybody. The public key approaches are currently being used in 

security models that include Rivest-Shamir-Adleman (RSA) algorithms, elliptic curve 

cryptography.           

 

3.9     CORBA ARCHITECTURE   

 

This is developed by the Object Management Group (OMG). This 

architecture is based on the statement that the developers are not agreed upon common 

languages like Java and any common operating system. So it is required to have a 

security layer in between layers and operating system.    
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3.9.1     General Architecture 

 

CORBA application communicates with objects. An Interface Definition 

Language (IDL) is developed for each kind of objects. The information is passed to the 

IDL that makes the broker to have correct objects. The scripting language has been 

developed using C, C++, Java, COBOL, Small Talk, ADA, LISP, Python etc. 

 

There are many security aspects that are mainly implemented by CORBA 

architecture. Following are the different steps that show the functioning of CORBA. 

 

1. Identification and Authentication. This means the identification of real user that 

who is sending or receiving the information. In this system the user is authorized 

by a password system for the purpose of accountability for access to objects with 

different permissions for controlling access to different objects message. 

2. Authorization and Access control. When the users are authenticated the 

applications should have credential to access other objects through ORB. This is 

implemented on the behalf of security policy for granting the access. 

3.  Security auditing. The Auditing is an important component of security which 

enables the administrator to identify intrusions and other security anomaly. There 

are two kind of auditing in CORBA, System and Application. The System policies 

include the event logging like authentication of principles changes in privileges 

etc. All the applications are automatically enforced by all the audits. 

4. Non-Repudiation. This sets the accountability of all actions carried out. CORBA 

provides non-repudiation of creation receipt creation of messages etc. 

5. Administration: The Domains are used to administer the security in CORBA. 

There are three kinds of security domains - Security policy domain, security 



35 

 

environment domain and security technology domain. The management interfaces 

are not provided by the administration. This also maintains and establishes 

security services.                      

 

3.9.2     COM+ 

 

This is the architecture used for distributed system security in Microsoft 

COM+ Architecture. It is regarded as the next generation of distributed architecture 

which provides automatic security. The developer can leave security out of the 

components they create the writing and maintain the code is easier and designing of 

security at higher level throughout the entire application has been maintained.        

 

3.10  FUZZY LOGIC 

  

The Fuzzy logic (Zadeh (1965)) deals with the uncertainty in human 

decision making. The human mind has a remarkable capability to reason and make 

decisions in an environment of uncertainty, imprecision, partial truth. The principal 

objective of fuzzy logic is formalization/mechanization of this capability of human 

mind. In other words, the fuzzy quantifies the linguistic value of the phrases like ‘he is 

a young person’ and ‘this building is very high’. Some of the important features of the 

fuzzy logic are deals with approximate reasoning and multi-valued logic, represent and 

to process the linguistic information and subjective attributes, extension of Boolean 

Crisp Logic to deal with the concept of partial truth. 

Normally crisp sets are represented as expressed in Figure 3.1 given below.  

 

Tall={165, 170,175, 180, 185} 
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Figure 3.1 Crisp set representation 

 

Now similarly the same example has been represented by the fuzzy set. The 

examples are as follows:  

 

Tall= {(152, 0.2), (160, 0.7), (164, 0.9), (165, 1), (170, 1), (175, 1)} 

 

Tall=0.2/152 + 0.7/160 + 0.9/164 + 1/165 + 1/170 + 1/175 

 

 

Figure 3.2 Fuzzy set representation 

 

 

3.10.1      Fuzzy Set Representation Method 

 

 

Fuzzy sets are expressed by two methods - discrete and continuous which 

are defined below.    

Discrete method If A is a fuzzy set then following is the discrete method  

 

representation.  

 



 

A  = µA (x1) / (x

 

The examples of this representation are as follows; 

 

Driving Speed on Highway 

 

 

Fast speed 

F= 0.6/80 +

Medium speed

M=0.6/50 +

 

Continuous method 

as follows: 

 

 

Here are few examples of the membership f

Figure 3.3 is the membership function of linguistic variable temperature.  

 

Temperature={Cold, Cool, Warm, Hot}

 

 

 

Fuzzy set operations 

 

The union operation is mathematically 

 
,Ux ∈∀
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x1) +  µA (x2) / (x2) + 
…………

 + µA (x1) / (x1) + 
…………

of this representation are as follows;  

Driving Speed on Highway  

 

+ 0.8/90 + 1.0/100 + 1.0/110 + 1.0/120 

speed 

+ 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

 The membership function in the continuous method is expressed 

      

Here are few examples of the membership function representation. The 

is the membership function of linguistic variable temperature.  

Temperature={Cold, Cool, Warm, Hot} 

 

Figure 3.3 Membership Function of Temperature

Fuzzy set operations  

The union operation is mathematically represented as follow    

))(),(max()(, xBx
A

x
AUB

µµµ =

…………  
(3.1) 

 

The membership function in the continuous method is expressed 

 (3.2) 

unction representation. The 

is the membership function of linguistic variable temperature.   

 

Membership Function of Temperature 



 

                                                                                                                   

 

Example: 

 

 

Fast and Medium Speeds at Highway

 

F=0/50 + 0.2/60

 

M=0.6/50 +

 

FUM=0.6/50 + 0.8/60

 

 

The mathematical definition of intersection operation is given below. 

                                                                                                                

 

 

Example: Fast and medium 

 

F=    0/50 +

 

M= 0.6/50 +

 

FUM= 0/50

 

 

The diagrammatic representations of the 

are given below.  

 

 

 

Ux ∈∀

38 

                                                                                                                   

Fast and Medium Speeds at Highway 

0.2/60 + 0.4/70 + 0.6/80 + 0.8/90 + 1.0/100 + 1.0/110

+ 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 1.0/100 + 1.0/110

The mathematical definition of intersection operation is given below. 

                                                                                                                

edium speeds at highway 

+ 0.2/60 + 0.4/70 + 0.6/80 + 0.8/90 + 1.0/100+1.0/110+1.0/120

+ 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100

0/50 + 0.2/60 + 0.4/70 + 0.6/80 + 0.8/90 + 0.4/100

The diagrammatic representations of the operations carried out on fuzzy sets 

 

Figure 3.4 Fuzzy Membership Function A

))(),(min()(, xBx
A

x
BA

U µµµ =∩

                                                                                                                   (3.3) 

1.0/110 + 1.0/120 

 + 0.1/110 + 0/120 

1.0/110 +  1.0/120  

The mathematical definition of intersection operation is given below.  

                                                                                                                (3.4)

 

1.0/100+1.0/110+1.0/120 

0.4/100 + 0.1/110 + 0/120 

0.4/100 + 0.1/110 + 0/120  

operations carried out on fuzzy sets 

 
3.4 Fuzzy Membership Function A 
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Figure 3.5 Fuzzy Membership Function B

Figure 3.6 Intersection operation of A and B

Figure 3.7 Union operation of A and B

Figure 3.8 Complement operation of A and B

 
Fuzzy Membership Function B 

 
of A and B 

 
of A and B 

 
of A and B 
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Support on fuzzy sets. The support of a fuzzy set is mathematically defined as 

follows:  

        Sup p (F)  = {u | u ∈ U and µF (u) > 0}.              (3.5) 

 

Example: 

M = 0/10 + 0/20 + 0.6/50 + 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

Support (M) = 0.6/50 + 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

 

Kernel on fuzzy set The kernel of the fuzzy set is defined given below.  

 

ker (F) = {u | u ∈ U and µF (u) = 1}.   (3.6) 

                                                                                                                    

Example: 

M = 0/10 + 0/20 + 0.6/50 + 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

        ker (M) = 1.0/70 + 1.0/80 

 

 

Alpha Cut Strong and weak alpha cut are two examples of the alpha cut. These are 

mathematically defined as follows:   

Strong alpha cut  

 

Fα + = {u | u ∈ U and µF (u) > α}.      (3.7) 

                                                                                                                 

Weak alpha cut  

 

Fα  = {u | u ∈ U and µF (u) ≥ α}.       (3.8) 

                                                                                                              

Example: 

 

M = 0/10 + 0/20 + 0.6/50 + 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90 + 0.4/100 

If      α = 0.6 

Then Strong α Cut = 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90  

Weak α Cut = 0.6/50 + 0.8/60 + 1.0/70 + 1.0/80 + 0.8/90  

 

3.10.2     Fuzzy Rule Based Systems  

 

These are the systems used in different kind of applications and also 

integrated in distributed system security. This system has the following components. 
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1. Knowledge base: This is the repository of the knowledge about related problem. 

This consists of Data Base and Rule Base. Data Base is the collection of 

membership functions and Rule base is the collection of the number of rules 

representing the knowledge.  

2. Inference engine is the component that is responsible for making decisions.    

3. Fuzzification interface is responsible converting the crisp information into fuzzy.  

4. Defuzzification interface is responsible for the conversion of fuzzy output into crisp 

output.  

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.9 Fuzzy Rule Based Systems 

 

 

3.11 TRUST BASED SECURITY SYSTEMS  

  

The trust is defined (Lange and Oshima (1998)) as a set of assertions that a 

principal held with regard to another principal. An assertion may either be positive or 

negative, and in the latter case, we specifically call it distrust. It may be noted that 
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distrust is different from the absence of trust, which merely indicates lack of 

knowledge. Depending on the interpretation, an assertion may be treated as a 

principal's belief about other principals, or a weaker interpretation may simply treat an 

assertion as one's statement about others. An assertion is often associated with a 

specific context, where a context is defined as the situational conditions under which 

an assertion is expected to be interpreted with its intended meaning. From the 

perspective of the framework, there is no specific format for assertions.  

 

The trust (Fidelis) is embodied in trust statements. A trust statement is a 

signed credential with a trustier and a subject. The trustier is the issuer of the trust 

statement; the subject is the principal the trust statement concerns. A trust statement 

represents a trust relationship between the trustier and the subject, and is signed by the 

trustier. In trust statement the signature is the most important factor which solves two 

purposes. Firstly, it proves the authenticity of a trust statement and secondly  

(cf. Varadharajan (2005)) it indicates the explicit source of a trust statement. A 

signature can be classified as digital or non digital, it creates a strong relationship 

between the signer and the signed entity. The basic objective of a signature is to prove 

the consent of the signer with respect to the signed entity. Since a signature is assumed 

to be unforgettable which only its owner can produce, a signed trust statement 

identifies its trustier. The non-repudiation is an extra property in signatures. Moreover, 

the claiming responsibility and liability increases the trustworthiness of a 

recommendation. Likewise, the trustworthiness increases if the signature of a trust 

statement offers a non-repudiation guarantee. 
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The conveyance instance (Lin et al. (2005)) can be defined as if the trust to 

be conveyed that if one principal passes a trust statement to another. Such an instance 

is called a conveyance instance. A conveyance source (or source) is defined as the 

principal who transfers a trust statement in a conveyance instance, and a conveyance 

target (or target) is defined as the principal who receives the trust statement in a 

conveyance instance. A source may or may not be the trustier of the conveyed trust 

statement, although it is often the case that the trustier acts as the source for its own 

trust statements. Similarly, the target need not be the subject of the trust statement it is 

receiving. There are two basic principles used in the trust conveyance approach - 

subjective and Dynamic. In the subjective trust approach every principal has the 

discretionary power to make its own trust decisions, which may be based on the trust 

statements it believes. whereas in the later approach the trust statements is subjected to 

some validity conditions so that one’s representing outdated knowledge will be 

invalidated. Besides these two principles, this imposes no further assumptions on the 

concept of trust. In particular, it does not force a single-minded view of trust. Instead, 

every principal has complete freedom to choose its trust model, which may have a 

definition of trust level and/or methods for computing trust. In this regard, trust 

statements serve as an interface to communicate with other principals. This departs 

sharply from other approaches which attempt to define domain-specific trust models. 

 

The computing systems are evolving into distributed systems that 

interconnect competing organizations and individuals, and even countries, using high-

speed global networks. The relationships among these entities are characterized by the 

need for competition and cooperation without a common trusted agent as discussed by 

Abdul-Rahman and Hailes (2000). To build such distributed systems that incorporate 
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lack of global trust in them, it is necessary first to understand precisely what trust 

consists of and then to categorize it. In the present work a systematic methods has been 

developed for synthesizing protocols that implement a given trust specification.  

 

Trust (Beth et al. (1994)) is primarily required to establish channels for 

secure communication. We present methods for reasoning about trusts required by 

various channel establishment mechanisms. Channel establishment mechanisms are 

commonly based on either public key encryption (PKE) or single key encryption 

(SKE). PKE-based mechanisms require ternary trust relationships known as 

authenticity trusts. SKE-based mechanisms have much larger trust requirements. 

Starting from the differences in trust requirements of PKE and SKE, we derive several 

advantages of the former over the latter. Our analyses provide insight into the trust 

structure and limitations of various mechanisms.  

 

We have shown how a distributed system must provide a tree of channels at 

system configuration time, and this tree also represents the system's global name space. 

We develop polynomial-time algorithms for synthesizing name spaces so as to satisfy 

an a priori given set of trust specifications. We present some interesting duality results 

and NP-completeness results with regard to some variations of the synthesis problems. 

Sample runs of the polynomial-time algorithms show that small differences in trust 

relationships can cause substantial differences in the structure of the name spaces.  

 

Trust requirements and the performance of channel establishment as 

discussed by Bierman and Cloete (2002) can be traded for each other. If channels are 

PKE-based, slightly increasing the trust requirements can greatly increase the 

performance of channel establishment. However, if channel composition is SKE-based, 



45 

 

global trusts, which may not be satisfied in the system's name space, are required for 

significant improvements in performance. 

 

3.11.1     Trust as a Security Concept 

 

In information security the trust is the fundamental component as 

commented by Gasser et al. (1989). The security depends on the appropriate functions 

of the hardware and software, the validation of cryptographic algorithms, the validation 

of cryptographic protocols, etc. Even without being explicitly stated, trust is placed on 

every link in the chain of security for a system to be considered trusted. If any of the 

components in a link is broken, the security of the system would be defeated. In this 

respect, the theory of computer security is directly proportional to the dependable 

computing, wherein the notion of trust has an element of reliance in both areas. 

Therefore, the trust is equivalent to dependability. The system will be operated within a 

certain level of confidence, reliability and dependability. In cryptographic protocols the 

trust can also be seen implicitly. For example, the basic concept of authentication 

protocols is to derive a specific type of trust as a conclusion: the belief that the 

communicating entity is indeed the claimed principal. Depending on the details, the 

execution of a protocol often needs to make a number of trust assumptions on either 

end of the communication, e.g. the belief that the server will generate a session key of 

a sufficient strength, the belief that the server will not leak out confidential 

information, etc. The observation here is that trust is relative to specific tasks. Trusting 

a server for authentication does not imply that the server should be trusted for secure 

storage of confidential data. The purpose associated with trust must be explicitly stated.  

 



46 

 

A form of trust (Gollman (1999)) can be seen in the logic for distributed 

authentication which includes a construct for describing delegation of rights. They 

define and speak for relationship between the users A and B such that if A says any 

statement, we can believe that B says the same statement. This type of trust 

encompasses the notion of honesty. If A is trusted to speak for B, then it is believed 

that A will honestly say a statement that B also says. It is noted in that as well as 

honesty, the concept of responsibility should also be considered in delegation. 

Responsibility is a means of managing risks so that, for example, the possible damage 

and liability of an action by a delegated principal can be accounted for. This crucial 

observation suggests that trust has an intimate connection with risks. Further, when A 

and B is trusted, then every statement made by A is believed to be also made by B, 

including the concept of roles which allows a principal to limit its authority. A role 

may be defined as the name of a program, e.g. NFS server, or its class or un-trusted 

server. Principal A acting in role R is written as A as R. A weaker trust relationship of 

speaks for can be expressed as A to B as R as explained by Grandison and Sloman 

(2000). 

Another significant modeling of trust can be seen in public key management, 

where the term “Trust Model” is used to describe the structure of certification 

authorities, recognizing that the monolithic, single-tree approach of the original X.500 

is unlikely to be realized as given by Jansen (1999). The basic idea of trust in this field 

is narrow, referring specifically to the authority to certify keys. The use of the term 

trust model here could in fact be more precisely described as certification topologies. 

The trust in security assumes complete certainty. If a computer system is certified to be 

trusted at a certain evaluation level, it implies it should always function within the 

guarantees of that level provided correct operating procedures are followed. In logic, if 
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a principal is trusted, it means it will always demonstrate certain expected properties, 

e.g. to have jurisdiction on asserting public keys for same principals. Trust in security 

research is taken as a binary concept. 

3.11.2     Trust as a Sociological Concept 

 

In contrast to the simplistic views of trust adopted in security research 

(Josang (2002)); trust has also been studied in a much wider context in other 

disciplines. In general, the word trust is often used by people in a very broad sense to 

mean a number of things. Its interpretation by the trusting party varies significantly, 

depending on past experiences, associated risks, recommendations from other parties, 

reputation of the trusted parties, or even cultural background. It is not always clear to 

every person how trust or distrust is derived in every case, and indeed, sometimes this 

process occurs subconsciously. For example, some people base their trust decisions 

strongly on trust instinct, or psychologically place more trust on people of their own 

race. However, there is a fairly uniform recognition among researchers that trust is a 

subjective measure. Given the same external conditions, people may often have a 

different degree of trust over the same matter. Also, trust (or symmetrically distrust) 

(Josang (2001)) is a particular level of the subjective probability with which an agent 

assesses that another agent or group of agents will perform a particular action, both 

before he can monitor such action and in a context in which it affects his own action. 

 

A security application (Kwork et al. (2005)) may require strong absolute 

trust, while fuzzy trust may be preferred in e-commerce applications which may be 

backed by dispute resolution and compensation plans so that business between 
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complete strangers can be carried out. Based on this premise, Fidelis advocates a 

different approach, centering on the notion of trust conveyance. 

 

3.11.3     Validity 

 

There are a number of techniques for expressing validity conditions as 

explained by Marsh (1994). X.509 specifies a coarsely grained validity period for its 

certificates, with the assumption of synchronized clocks at the global scale. It uses a 

revocation list mechanism to invalidate a certificate prior to the end of its validity 

period. Other work on applying tree structures to improve revocation includes OASIS 

uses efficient asynchronous messaging to maintain real time validity of its certificates. 

This is complemented by the infrastructure support for network failure detection. 

For instance, the conveyance model described above does not prescribe a 

particular validity mechanism (Oppliger (1999)). The different validity mechanisms 

deliver different degrees of guarantee, and it is an application issue to determine the 

validity strength of its trust statements. The model however requires a validity method 

to follow a determinism principle. The principle is that the validity of a trust statement 

cannot be negated once it is guaranteed. A consequence is that the processing behavior 

will be deterministic with no sudden surprises. These semantics are desirable especially 

in a widely distributed system where network failure and partition are inevitable. As an 

example, a possible validity mechanism that exhibits deterministic behavior would be a 

simple validity period without revocation lists. The absence of revocation lists ensures 

that a trust statement only invalidates at the end of its period, thus the validity 

guarantee cannot be broken by any means. This is an example of an online mechanism, 

where the validity of a trust statement is maintained independently of the availability of 

the network. A family of online mechanisms is supported in the Policy Language.  
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There have been several attempts to model trust in the past. This model 

computes trust values based on the degree of trust of recommenders. Some of their 

models include protocols for updating experiences and recalculating trust values. 

Attempts to capture trust using subjective logic that computes an opinion value along 

three axes, belief, disbelief and uncertainty are computed. It presents a trust model for 

e-commerce, which computes trust values to include parameters such as transaction 

cost, transaction history, customer loyalty, etc. This model incorporates the concept of 

risk analysis and is based on a fuzzy logic for inferring trustworthiness. Similar to 

others, it is also described a protocol for maintaining trust values.  

 

There exist many other similar attempts for different application areas. It is 

unlikely that a unified model will ever exist to satisfy individual needs. Instead of 

proposing yet another trust model, the trust conveyance model attempts to provide a 

framework in which these trust models may interoperate and cooperate. One of the 

primary reasons for defining trust models is to create a basis for participants to infer 

trust-related decisions. In large distributed systems, there are three difficulties with this 

approach. The notion of trust differs significantly depending on the nature of 

applications. Second, such models typically require some monitoring mechanism to 

ensure every participant's compliance. Distributed monitoring is however subject to 

operational availability of the infrastructure and general scalability problems. Third, 

autonomous participants may have different trust assessment schemes, which include 

subjective opinions and errors. It is unclear how a trust model can be enforced in the 

light of principal autonomy. 
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Figure 3.10 Validity Trust Based Systems (Rasmusson and Jansson (1996)) 

 

3.11.4     Identity 

 

Identity adopts a key-centric approach which identifies principals by public 

keys. A principal may represent a person, an organization, or a computer process, etc. 

The key-centric treatment does not distinguish the actual entity represented by the 

principal, but instead insists that a principal must control (i.e. speak for) a public key 

pair. Every principal may freely generate a public key pair at anytime. The generated 

public key can then be used as an identifier for the principal. Global uniqueness is 

guaranteed by the fundamental requirement of the chosen public key cryptosystem, 

which ensures no collision of keys is possible, given sufficiently large entropy, e.g. 

1024 bits. A prerequisite assumption for this key-centric approach is that every 

principal should exercise good safeguarding practice for its private keys, which is a 

typical assumption for public key cryptography. There are measures to encourage and 

enforce this prerequisite requirement. 
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A principal may control multiple keys simultaneously (Song and Hwang 

(2001)). It is a common practice to limit the damage of a possible compromise of a key 

by constraining its use. Suppose a principal has a key pair for e-mail communication 

and another for workstation login. If the former key pair is compromised, it would only 

affect its e-mail usage but cause no damage to workstation access. The same physical 

principal is therefore allowed to be identified by multiple public keys. Each public key 

is treated as a separate instance of the principal. 

 

This key-centric approach provides a possibility for anonymity. Provided a 

principal generates a fresh public key on every anonymous access and, by requirement, 

there is no mathematical relationship between any two keys, the principal can 

electively hide, its identity using a new public key. It is important to note that this 

mechanism alone is not sufficient to prevent analysis based on linked access patterns 

and attacks based on collision. Public keys as principal identifiers merely provide a 

ready source of pseudonyms.  

 

The trust conveyance model places two requirements on naming support. 

First, a conveyance target must be able to validate the authenticity of a trust statement 

based on the identity of the truster. Second, every principal must be uniquely identified 

in the system. Failure of this introduces ambiguity and prevents communication 

between arbitrary pairs of principals. 

 

A possible approach to satisfy these requirements is to deploy a global 

naming system and couple it with a public key infrastructure. The original plan of the 

X.500 directory service is a prime example of this approach. The idea is to associate 
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every principal with a hierarchical name. Association between a public key and a name 

is then certified by some Certification Authority (CA). There are several problems with 

this approach as discussed in the literature. Hierarchical namespaces are introduced to 

address the scalability problems associated with at namespaces. However, this in itself 

requires a standard hierarchy so that names can be meaningful to every principal. This 

is often difficult, if not infeasible, since every community will have a preferred naming 

structure, for intuition and convenience reasons. The partitioning of namespaces must 

be permanent to ensure the validity of a name. Evolution of a namespace will 

invalidate all of its dependent namespaces in the hierarchy. Furthermore, hierarchical 

namespaces require naming authorities at each level to ensure unique allocation of 

names. This centralized management, even scoped locally, may eventually become a 

problem in large-scale systems with potentially thousands of users. 

 

A more significant problem is global key management. Because of the 

hierarchical nature, trusting a key binding implies trusting all the intermediary 

authorities along the chain to the root authority. 

 

Breach of security at an authority will therefore have a propagating elect to 

all its descendants. The root of the hierarchy becomes an attractive point for attack, 

since breaking the root will enable an adversary to control the entire structure. This 

problem is largely due to the implicit assumption in X.509 where a naming hierarchy is 

assumed to react the trust hierarchy for key certification. This aggregates trust towards 

the root of the hierarchy, i.e. the higher up in the hierarchy, the stronger trust 

assumption is required. This rigid assumption precludes the dynamic nature of today's 

distributed applications, where trust relationships tend to be complex and constantly 

changing. More importantly, it forces applications to adopt a single trust structure. 
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The key-centric approach pioneered by modern key-oriented access control 

schemes presents an elegant solution. Public keys are mathematically designed to be 

globally unique by nature. The probability of two keys clashing is negligible. Besides 

that public keys do not need to be kept secret. The real value of the key centric 

approach is the avoidance of names. An important observation is that names are mostly 

for the convenience of humans. People are used to identifying others by names a 

practice learned from the early days of one's life. While natural for humans, names are 

of little value for computer systems. In an open system, the strongest guarantee is the 

knowledge that the remote communicating party controls a particular private key. 

Proving the name is a secondary action which requires a secure binding from the key to 

the name. The key-centric approach does not deal with names and hence eliminates the 

need for name management. A desirable consequence is the independence from central 

trusted third parties to certify the authenticity of keys. If a principal can be identified, 

its key will be known. This trusts naturally with the trust conveyance model, where a 

public key in a trust statement can both identify its truster and verify its integrity. 

 

Although the key-centric approach solves the global naming problem, on the 

other hand, it introduces another problem due to its source of principal identifiers. 

Since by assumption, every principal may generate a fresh key pair and use the public 

key as its identifier, the public key is inherently anonymous. For example, if a principal 

is blacklisted for financial fraud, he/she may simply generate a new key pair, 

essentially creating a new identity, to avoid being caught. 

 

This problem is considered a policy issue. It is up to each individual service 

to decide whether anonymous public keys are accepted. If a service requires persistent 
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names, it may demand a principal to present trust instances issued by some trusted 

authority, e.g. the Government registrar providing a name-certification service, linking 

public key identifiers to names. To bind a name to a public key in an authoritative 

manner, the authority should typically follow rigorous procedures, identifying both the 

ownership of the key and the name, and possibly some additional attributes that are 

asserted. 

 

3.11.5     Principals 

 

There are three types of principals. A plain principal is specified as its public 

key. A principal group is specified as a set of public keys. A threshold principal is 

specified as a set of public keys, with a threshold value of the minimum number of 

representative  in the set.  

In Group principals are conjunctions of principals. The intuition is to treat 

the principals in a group as a single, logical principal. This enables representation of 

concepts such as joint statements. A trust statement signed by a group principal is 

semantically identical to the same trust statement individually signed by all members 

of the group and aggregated together. Further, a threshold principal is a special type of 

group principal. While a plain group principal represents the entire set of group 

members, a threshold principal represents a subset of a group, with a minimum number 

of principals in the set. The minimum number is the threshold value, specified as an 

integer. The threshold construct enables the specification of threshold schemes. A 

common commercial threshold scheme would be that a company cheque typically 

requires two or more signatures for it to be valid. Moreover, the principal set for group 

or threshold principals may be specified literally, as shown above, or refer to a variable 
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which will be bound during evaluation. This is useful for large groups or dynamic 

groups backed by databases.  

The language provides the self keyword for representing the public key of 

the policy owner. In theory, there is no difference between a policy owner and the rest 

of the world a literal representation can be used to identify the policy owner. It is 

however sometimes useful to late-bind the policy owner at deployment rather than at 

specification time. This allows some degree of centralized policy management, 

whereby an authority may define a standard trust policy and distribute it to 

participating principals for enforcement. An any-key keyword is provided as a 

wildcard for public keys. It is intended for policies that need not consider specific 

trusters or subjects. For example, a policy may state any person certified by the local 

authentication server may log onto a workstation. 

 

3.11.6     Actions 

 

An action encapsulates computation that may be subject to policies 

(Varadharajan (2000)). As a motivating example, consider an access control scenario, 

where an access control monitor in an operating system needs to determine if a 

requester is allowed to read. The notion of actions is typically defined differently 

across applications. To satisfy these diverse needs, the language generalizes actions as 

parameterized predicates.  

 

There is no built-in type system in the language. It is deemed to be an 

implementation and deployment issue. There are numerous choices in programming 

languages (e.g. Java, C, C++), database management systems (e.g. SQL, OQL/ODL), 

and distributed middleware (e.g. CORBA, DCOM). The type system used in a policy 
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must be identified when it is processed. A simple type system consisting of only 

primitive types, including int, float, and string, will be used. Public keys will have a 

special primitive type public key. An action instance is an instance of an action 

specification. It is defined by a name and a list of parameter instances. The name refers 

to an action specification, and the parameter instances must match the specification. A 

parameter instance is given as a literal value in the value space of the parameter type. 

 

3.11.7     Trust Specification 

 

The trust specification (Sonntag and Hrmanseder (2000)) employs a similar 

abstraction for expressing assertions as for actions. Assertions are represented in the 

form of parameterized predicates.  As with actions, the parameter list is optional. Some 

assertions are simple and narrowly scoped, and can be expressed without parameters. 

An example would be paid in an online purchase session. A customer who has paid for 

a purchase may be certified by the accounts department of the selling company, and its 

delivery department, based on this assertion, may then arrange for purchase dispatch. 

Such trusts are Boolean, i.e. only “believed" or “not believed". 

 

It is important at this point to distinguish trust statement instances from trust 

specifications, which were collectively referred to as trust statements previously. A 

trust specification is not bound to a specific truster and subject. Only beliefs are 

specified. A principal instantiates a trust specification in the capacity of a truster 

regarding its belief concerning another principal. A concrete trust statement is referred 

to as a trust statement instance or simply trust instance.  
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3.11.8     Trust Relationships 

 

The most important aspect of the language is the specification construct for 

trust policies as discussed by Yu and Singh (2002). Generally speaking, a trust policy 

defines a principal's belief about another principal, i.e. a trust relationship. The trust 

policy construct offers building blocks for capturing common factors of trust, including 

recommendation, reputation and to a certain extent, experiences.  

 

A trust policy may serve two purposes. First, it defines conditions for trust 

establishment. For example, A may specify conditions that must be met before she 

trusts B to sell books. B may approach A to obtain the trust by presenting proofs. If A's 

conditions are satisfied, it establishes a trust relationship with B by creating and 

signing a trust instance. Second, it assists trust decision-making. Continuing the 

previous example, suppose C wishes to determine B's trustworthiness for selling books. 

It may approach A with some beliefs she holds about B. Alice may then reply to C if 

she thinks B is trustworthy according to her own policies. Before the syntax for trust 

policies can be described, we shall first define trust templates. A trust template serves 

as a template for creating new trust instances, specifying values to be bound to 

parameters upon instantiation.  

 

A trust template is essentially a partially instantiated trust instance. It has a 

name, a list of parameters, and a pair of truster and subject. Each parameter is defined 

as either a parameter instance or a variable. Recall that a parameter instance is a 

concrete value of the type of the parameter. 
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The basic structure of a trust policy consists of a set of trust uses matching 

the set of prerequisite trust instances for the new trust instance. The policy may 

optionally include another set of trust uses for matching trust instances whose existence 

prevents the creation of the new trust instance. Conditions and rules may be specified 

to constrain parameters in trust instances and to set values for variables. Additionally, 

it is possible to associate specific actions and/or validity conditions with new trust 

instances. This policy states that the policy owner (namely, self) believes T3 regarding 

principal Z, provided she believes T1 about Z, and Y believes T2 about Z at the same 

time. The language features a variable matching rule, whereby the value of all 

occurrences of the same variable must match. Therefore to obtain a T3 instance 

according to the above policy, valid instances of T1 and T2 with matching parameter 

instances must be presented.  

 

The trust is a non-monotonic concept, e.g. an entity can be believed to be 

malicious. The framework has the notion of distrust. Without clause is the mechanism 

in the language to support this notion. It allows negative comments/recommendations 

to be considered. Electively, it means that the trust instances matched by the trust uses 

in the without clause must not exist for the trust policy to be evaluated with a positive 

result, i.e. certain negative trust instances must not exist. A typical use is to implement 

a blacklist mechanism to prevent distrusted principals causing further damage to 

others. A real-life example is the Better Business Bureau, which in addition to listing 

good businesses also often lists bad businesses as a warning for consumers. 

 

The variable matching rule provides a coarse-grained constraining 

instrument for parameters in trust instances. Fine-grained constraints can be specified 
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through the conditional expression in a where clause. A conditional expression 

operates on: (1) parameter variables in trust and distrust uses, and (2) environmental 

variables. An environmental variable is a typed name-value pair, whose value is 

supplied externally at evaluation. An environment consists of a list of environmental 

variables. 

 

The syntax for conditional expressions is specific and may be local to every 

policy specification. The only requirement is that a conditional expression must be 

side-effect free. Expressions used in this thesis include operators for: arithmetic, 

comparison, logical connectives, regular expressions, groups and principals.  
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CHAPTER 4 

  

 

CRYPTOGRAPHY AND ITS APPLICATION 

IN DISTRIBUTED SYSTEMS SECURITY 

 

 

 
4.1 PUBLIC-KEY CRYPTOGRAPHY  

 

The Public key encryption can be defined as encrypting the message with 

the help of public key that can again be decrypted by the private key. It also allows 

message integrity and confidentiality.  In the public key cryptography approach the 

asymmetric key algorithm (Stallings (2004)) is used in place of symmetric key 

algorithm. The mathematically related key pair is used to design the asymmetric key 

algorithm. This involves two types of keys, i.e. a secret private key and a public key. 

With the help of these keys a digital signature is being created by using the private key 

which provides the protection and the authenticity of the message which can be 

verified by using the public key. Moreover, asymmetric key algorithm is used in the 

different techniques used in the public key cryptography. It is defined as the key used 

to encrypt a message by using the same key which is used to decrypt the message. 

There is two cryptographic pair of keys: a public key and a private key. The private 

key is kept confidential where as the public key may be broadly spread (Stallings 

(2004)). Primarily and broadly used technology around the world is public key 
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cryptography. Various cryptographic algorithms and cryptosystems are used to achieve 

the desired goals. Various transport layer security, Pretty Good Privacy (PGP) and Gnu 

Privacy Guard (GPG) are used as internet standards in this approach (Stallings (2004)). 

 

It may be further being pointed that the public-key cryptography has a 

fundamental problem of the confidence of the public key. In this system a user has to 

trust irrespective of the fact that whether it is correct or belongs to some other person 

or it is replaced by some other entity or replaced by the third party which is malicious. 

The standard approach to rectify this problem is to use a Public-Key Infrastructure 

(PKI). The public-key infrastructure is used in one or more third parties who is known 

as certificate authorities and certify ownership of key pairs. The public-key 

cryptography is divided into two keys i.e. Public key and Private Key for which it may 

be noted that  

- it is computationally easy for a party B to generate a pair (public key PUb, 

private key PRb). 

- it is computationally easy for a sender A, knowing the public key and the 

message to be encrypted, M, to generate the corresponding cipher text 

( , )C E PU M
b

=                     (4.1) 

- it is computationally easy for the receiver B to decrypt the resulting cipher text 

using the private key to recover the original message: 

( , ) [ , ( , )]MD PR C D PR E PU M
b b b

=      (4.2) 

- it is computationally infeasible for an adversary, knowing the public key, PUb, to 

determine the private key, PRb. 

- It is computationally infeasible for an adversary, knowing the public key, PU 

and a cipher text, C, to recover the original message, M. 
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Moreover, although useful but not necessary for all public-key applications 

that the two keys can be applied in either order: 

[ , ( , )] [ , ( , )]M D PU E PR M DD PR E PU M
b b b b

= =               (4.3) 

 

4.2    CRYPTOSYSTEM  

 

A cryptosystem (Kaufman (2002)) can be defined as a tool for encryption 

and decryption used to implement in different algorithms. There are various 

cryptosystem used for the purpose of encryption and decryption such as public key 

cryptosystem, symmetric- key, asymmetric –key and hybrid cryptosystem.  

      

The essential elements of a public-key encryption scheme are explained in 

Fig. 4.1. There is source A that produces a message in plaintext, X = [X1, X2, ...Xm ]. 

The M elements of X are letters in some finite alphabet. The message is intended for 

destination B. B generates a related pair of keys: a public key, PUb, and a private key, 

PRb. PRb is known only to B, whereas PUb is publicly available and therefore 

accessible by A ensuring message secrecy or confidentiality. In this case, A prepares a 

message for B and encrypts it using A's private key before transmitting it. B can 

decrypt the message using A's public key. Because the message was encrypted using 

A's private key, only A could have prepared the message, therefore, the entire 

encrypted message serves as a digital signature. In the preceding scheme, the entire 

message is encrypted. Each document must be kept in plaintext to be used for practical 

purposes. A copy also must be stored in cipher text so that the origin and contents can 

be verified in case of a dispute. So this provides non repudiation. It is important to 

emphasize that the encryption process depicted in Figure 4.1 does not provide 

confidentiality. That is, the message being sent is safe from alteration but not from 
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eavesdropping. This is obvious in the case of a signature based on a portion of the 

message, because the rest of the message is transmitted in the clear. There is no 

protection of confidentiality because any observer can decrypt the message by using 

the sender's public key. 

Table 4.1 summarizes some of the important aspects of symmetric and 

public-key encryption. To discriminate between the two, we refer to the key used in 

symmetric encryption as a secret key. The public key and the private keys are used for 

asymmetric functioning. 

Asymmetric cryptosystem is applied to derive confidentiality and 

authentication as shown in Figure 4.1. 

 

Figure 4.1 Public Key Encryption (Confidentiality) (Kaufman (2002)) 

 

 

 

 

 

 

 

 

 

 

 

  

Authentication  

Figure 4.2 Cryptosystem (Kaufman (2002)) 
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Conventional Encryption Public Key Encryption 

Needed to work Needed to work 

The same algorithm with the same key is 

used for encryption and decryption. 

One algorithm is used for encryption and 

decryption with a pair of keys, one for 

encryption and one for decryption. 

The sender and receiver must share the 

algorithm and the key. 

The sender and receiver must each have 

one of the matched pairs of keys (not the 

same one) 

Needed for security Needed for security 

The key must be kept secret. One of the two keys must be kept secret. 

It must be impossible or at least imprac-

tical to decipher a message if no other 

information is available.  

It must be impossible or at least imprac-

tical to decipher a message if no other 

information is available. 

Knowledge of the algorithm plus samples 

of cipher text must be insufficient to 

deter – mine the key. 

Knowledge of the algorithm plus one of 

the keys plus samples of cipher text must 

be insufficient to determine the other key. 

 

TABLE 4.1 CONVENTIONAL AND PUBLIC-KEY ENCRYPTION  

 

It is, however, possible to provide both the authentication function and 

confidentiality by a double use of the public-key scheme as given in Equation 4.4. 

( , ( , )Z E PU E PR Xab
=  

( , ( , ))X D PU E PR Za b
=                                                                                    (4.4) 

In this case, we begin as before by encrypting a message, using the sender's 

private key. This provides the digital signature. Next, we encrypt again, using the 

receiver's public key. The final cipher text can be decrypted only by the intended 

receiver, who alone has the matching private key. Thus, confidentiality is provided. 

The disadvantage of this approach is that the public-key algorithm, which is complex, 

must be exercised four times rather than two in each communication. 
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The combination of public-key cryptosystem and symmetric-key 

cryptosystem are called as a hybrid cryptosystem (Kaufman (2002)). A hybrid 

cryptosystem can be developed with the help of two different cryptosystems. Key 

encapsulation scheme, which is a public-key cryptosystem, and data encapsulation 

scheme, which is a symmetric-key cryptosystem. Public and private keys are same in 

the hybrid cryptosystem which is used in the public-key system which is similar to the 

key encapsulation scheme. 

 

4.2.1     Public-Key Cryptanalysis 

 

The tool to break the code is called Cryptanalysis and it tells (Kaufman 

(2002)) how system works and how to find out a secret key. Cryptanalysis is also used 

to refer to any attempt to circumvent the security of other types of cryptographic 

algorithms and protocols. Cryptanalysis usually excludes methods of attack that do not 

primarily target weaknesses in the actual cryptography. There are four types of 

cryptanalytic attack: 

1. Cipher text-only. In this type of cryptanalytic attack, the cryptanalyst access only 

to a collection of code texts. 

2. Known-plaintext. In this type of attack, the attacker has a set of coded text to 

which he knows to the relevant plaintext. 

3. Chosen-plaintext. In this the attacker can obtain the coded text into an arbitrary set 

of plaintexts of his own choice. 

4. Related-key attack. This type of attack is like the above attack the only difference 

is that the attacker can obtain coded text encrypted with the help of two different 

keys. These two keys are unknown, but have some relationship in between them. 
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Further, the attacks can be characterized on the basic of the computational resources 

which are time, memory and data. 

 

4.2.2     Applications of Public-key Cryptosystem 

 

With help of two keys i.e. private and public key used in cryptographic 

algorithm the Public-key systems is characterize. There are three types of the usages of 

public-key cryptosystems: (Kaufman (2002)) 

1. Encryption/decryption. The sender encrypts a message with the recipient's public 

key. 

2.  Digital signature. In cryptographic algorithm, the privacy of the    message is 

achieved with the help of the sender signing with its private key and which applied 

to the message or some part of the message. 

3. Key exchange. Two sides cooperate to exchange a session key. Several different 

approaches are possible, involving the private key(s) of one or both parties. 

 

4.2     THE RSA ALGORITHM  

 

In cryptography, RSA which stands for Rivest, Shamir and Adleman who 

first publicly described it, is an algorithm for public-key cryptography. It is the first 

algorithm known to be suitable for signing as well as encryption, and was one of the 

first great advances in public key cryptography. RSA is widely used in electronic 

commerce protocols (Kaufman (2002)). 

The RSA algorithm was publicly described at MIT. The RSA algorithm 

involves three steps: key generation, encryption and decryption. 
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4.2.1     Key Generation 

 

RSA (Kaufman (2002)) involves a public key and a private key. The public 

key can be known to everyone and is used for encrypting messages. Messages 

encrypted with the public key can only be decrypted using the private key. The keys 

for the RSA algorithm are generated the following way: 

 

1. Choose two distinct prime numbers p and q. 

2. For security purposes, the integer’s p and q should be chosen uniformly at random 

and should be of similar bit-length. Prime integers can be efficiently found using a 

primarily test. 

3. Compute n pq=        (4.5) 

n is used as the modulus for both the public and private keys 

4. Compute (4)( ) ( 1)( 1)pq p q= − − . (Euler's totient function). (4.6) 

5. Choose an integer e such that ex d-----1 mod 4) (n) and l< e< (pq), and e and (pq) 

share no divisors other than 1. e is released as the public key exponent. 

6. Determine d (using modular arithmetic) which satisfies the congruence relation. 

                

1mod0 ( )d e n−
                                   (4.7) 

where d is computed using the extended Euclidean algorithm and is kept as the private 

key exponent. 

 

The public key consists of the modulus n and the public exponent e. The 

private key consists of the private exponent d which must be kept secret. 

Encryption 

modeC M n=         (4.8) 

Decryption 

mod ( ) mod mod
dd e dM C n M n Me n= = = −    (4.9) 
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EXAMPLE 

Let p = 61 and q = 53. Make sure that these prime numbers are distinct. 

1. Compute n= p.q. 

2. Compute the totients of product. For primes, the totient is maximal and  

equals the prime minus one. Therefore ф (pq) = (p -1) (q -1) = 60 x 52 = 3120 

3. Choose any number e> 1 that is coprime to 3120. Such that, ex d 1 mod ф)(n),  

e = 17 

4. Compute d such that d e
-1

 mod (n) by computing the modular multiplicative inverse 

of e modulo : 

d = 2753 

17.2753 = 46801 and 46801 mod 3120 = 1, this is the correct answer.  

 

The public key is (n = 3233, e =17).  For encryption purpose. 

The private key is (n= 3233, d = 2753. For decryption purpose. 

 

if m =123 then we calculate c = 855. 

 

 

4.2.2 Security of RSA  

 

There are four different approaches used in attacking in the RSA algorithm: 

 

1.  Brute force. It involves all possible secret keys. 

2. Mathematical attacks. In mathematical attack we are using different techniques, 

which is similar in effort to factor the product of two primes. 

3. Timing attacks. Timing attack is dependent on the running time of the decryption 

algorithm. 

4. Chosen cipher text attacks. This attack executes the characteristic of the RSA 

algorithm. 
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4.2.3 Key Management 

 

There are different procedures which support in Key management: 

1. Initialization of systems/users within a domain; 

2. Generation, distribution and installation of keying material; 

3. Controlling the use of keying material; 

4. Update, revocation and destruction of keying material; and 

5. Storage, backup/recovery and archival of keying material. 

 

4.2.4 Distribution of Public Keys 

 

There are four different techniques used for the distribution of public keys, 

namely Broadcast the key, Publicly available dynamic directory, Public-key authority, 

Public-key certificates. We define and discuss each type briefly below. 

 

Broadcast the key. In this approach (Forouzan (2008)) any participant can send his or 

her public key to any other participant or broad cast the key to the community at large. 

This approach is convenient, and has major weakness. Anyone can forge such a public 

announcement. That is, some user could pretend to be user "X" and send a public key 

to another participant or broadcast such as a public key. Before the user discovers the 

forgery and alerts other participants, the forger is able to read all encrypted messages 

intended for others and can use the forged keys for authentication. 

 

Publicly available dynamic directory. It includes the following elements such as the 

authority that maintains a directory with an entry for each participant; each participant 

registers a public key with the directory authority. Registration would have to be in 

person or by some form of secure authenticated communication. 
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A participant may replace the existing key with a new one at any time, either 

because of the desire to replace a public key that has already been used for a large 

amount of data, or because the corresponding private key has been compromised in 

some way. Periodically, the authority/organization publishes the entire directory or 

updates to the directory. Participants could also access the directory electronically. 

 

It is more secure than individual public announcements but still has 

vulnerabilities. If an opponent succeeds in obtaining or computing the private key of 

the directory authority, the opponent could authoritatively pass out counterfeit public 

keys and subsequently impersonate any participant and a message sent to the 

participant. 

 

Public-key authority. Stronger security for public-key distribution can be achieved by 

providing tighter control over the distribution of public keys from the directory. As 

before, the scenario assumes that a central authority maintains a dynamic directory of 

public keys of all participants. In addition, each participant reliably knows a public key 

for the authority, with only the authority knowing the corresponding private key. 

 

1. A sends a time stamped message to the public-key authority containing a request 

for the current public key of B. 

 

2. The authority responds with a message that is encrypted using the authority's 

private key, Plcith . Thus, A is able to decrypt the message using the authority's public 

key. Therefore, A is assured that the message originated with the authority. The 

message includes the following : 

 

- B's public key, PUE, which A can use to encrypt messages destined for B. 
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- The original request, to enable A to match this response with the corresponding 

earlier request and to verify that the original request was not altered before 

reception by the authority. 

- The original timestamp, so A can determine that this is not an old message from 

the authority containing a key other than B's current public key. 

- A stores B's public key and also uses it to encrypt a message to B containing an 

identifier of A (IDA) and a nonce (N1), which is used to identify this transaction 

uniquely. 

- B retrieves A's public key from the authority in the same manner as A retrieved 

B's public key. At this point, public keys have been securely delivered to A and 

B, and they may begin their protected exchange. However, two additional steps 

are desirable. 

- B sends a message to A encrypted with PLIa and containing A's nonce (N1) as 

well as a new nonce generated by B(N2) Because only B could have decrypted 

message (3), the presence of N1 in message (7) assures A that the correspondent 

is B. 

- A returns N2, encrypted using B's public key, to assure B that its correspondent 

is A. 

 

Thus, a total of seven messages are required. However, the initial four 

messages need be used infrequently because both A and B can save the other's public 

key for future use, a technique known as caching. Periodically, a user should request 

fresh copies of the public keys of its correspondents to ensure currency. 

 

Public-key certificates. The above scenario is more secure but still it has some 

drawbacks. So we use a new approach which provides more security than the above 

technique. This technique uses certificates that can be used by participants to exchange 

keys without contacting a public-key authority, in a way that is as reliable as if the keys 



72 

 

were obtained directly from a public-key authority. Certificate consists of a public key 

plus an identifier of the key owner, with the whole block signed by a trusted third 

party. The third party is a certificate authority, such as a government agency or a 

financial institution that is trusted by the user community. A user can present his or her 

public key to the authority in a secure manner, and obtain a certificate. The user can 

then publish the certificate. Anyone needed this user's public key can obtain the 

certificate and verify that it is valid by way of the attached trusted signature. A 

participant can also convey its key information to another by transmitting its 

certificate. Other participants can verify that the certificate was created by the 

authority. We can place the following requirements on this scheme: 

 

- Any participant can read a certificate to determine the name and public key of 

the certificate's owner. 

- Any participant can verify that the certificate originated from the certificate 

authority and is not counterfeit. 

- Only the certificate authority can create and update certificates. 

- These requirements are satisfied by the original proposal in Denning added the 

following additional requirement: 

- Any participant can verify the currency of the certificate. 

 

 

Each participant applies to the certificate authority, supplying a public key 

and requesting a certificate. 

 

Application must be in person or by some form of secure authenticated 

communication. For participant A, the authority provides a certificate of the form 

( [ ] )
. |

C E PR T ID PuA Aauth
=                                                           (4.10) 

where PRauth is the private key used by the authority and T is a timestamp. A may then 

pass this certificate on to any other participant, who reads and verifies the certificate as 

follows: 
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( ) ( )( [ ]) [ )
, | |

D P u C D P u E P R T P u T ID P ua aA Aauth auth auth
= =

       

(4.11) 

 

The recipient uses the authority's public key, Pllauth to decrypt the certificate. 

Because the certificate is readable only using the authority's public key, this verifies 

that the certificate came from the certificate authority. The elements DA and pie provide 

the recipient with the name and public key of the certificate's holder. The timestamp T 

validates the currency of the certificate. The timestamp counters the following 

scenario. A's private key is learned by an adversary. A generates a new private/public 

key pair and applies to the certificate authority for a new certificate. Meanwhile, the 

adversary replays the old certificate to B. If B then encrypts messages using the 

compromised old public key, the adversary can read those messages. 

 

4.2.5     Distribution of Secret Keys Using Public-key Cryptography 

 

Once public keys have been distributed to the communicating parties, 

public-key encryption provides the distribution of secret keye5.--t
-
6 be used for 

conventional encryption. 

 

4.2.6     Simple Secret Key Distribution 

 

If A wishes to communicate with B, the following procedure is employed: 

1. A generates a public/private key pair PLI„ PR, and transmits a message to B 

consisting of PU, and an identifier of A, IDA. 

2. Generates a secret key, K„ and transmits it to A, encrypted with A's public key. 

3. A computes D (PR,, E (PU„ , Ks)) to recover the secret key. Because only A can 

decrypt the message, only A and B will know the identity of Ks. 

4. A discards PIT, and PR, and B discards Pua. 
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A and B can now securely communicate using conventional encryption and 

the session key Ks. At the completion of the exchange, both A and B discard Ks. 

 

4.2.7     Man in the Middle Attack 

 

In this attack an interceptor can intercept messages and then either relay the 

intercepted message or substitute another message. 

 

In above case, if art interceptor, E has control of the intervening 

communication channel, then E can compromise the communication in the following 

fashion without being detected: 

A generates a public/private key pair {Ma, PR,) and transmits a message intended for B 

consisting of PU„ and an identifier of A, IDA. 

- E intercepts the message, creates its own public/private key pair (Pile, PR,} and 

transmits Pile II IDA to B. 

- B generates a secret key, Ks, and transmits E (PU,, Ks). 

- E intercepts the message, and learns K by computing D (PR„ E(PU,, Ks)). 

- E transmits E (PU, Ks) to A. 

 

The result is that both A and B know K, and are unaware that K, has also 

been revealed to E. A and B can now exchange messages using Ks E no longer actively 

interferes with the communications channel but simply eavesdrops. Knowing Ks E can 

decrypt all messages, and both A and B are unaware of the problem. Thus, this simple 

protocol is only useful in an environment where the only threat is eavesdropping. 
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4.2.8     Secret Key Distribution with Confidentiality and Authentication 

 

We begin at a point when it is assumed that A and B have exchanged public 

keys by one of the schemes described earlier in this section. Then the following steps 

occur: 

1. A uses B's public key to encrypt a message to B containing an identifier of A(/DA ) 

and a nonce (N1), which is used to identify this transaction uniquely. 

2. B sends a message to A encrypted with PU and containing A's nonce (N1) as well as 

a new nonce generated by B (N2). Because only B could have decrypted message 

(1), the presence of N1 in message (2) assures A that the correspondent is B. 

3. A returns N2 encrypted using B's public key, to assure B that its correspondent is A. 

4. A selects a secret key Ks and sends M = E (Nib, 
E

 (PR,, KO) to B. Encryption of this 

message with B's public key ensures that only B can read it ; encryption with A's 

private key ensures that only A could have sent it. 

5. B computes D (PU, D (PRb, M)) to recover the secret key. 

 

4.2.9     A Hybrid Scheme 

 

This scheme retains the use of a key distribution center (KDC) that shares a 

secret master key with each user and distributes secret session keys encrypted with the 

master key. A public key scheme is used to distribute the master keys. 

 

4.3     DIFFIE-HELLMAN KEY EXCHANGE ALGORITHM  

 

The Diffie-Hellman key Exchange protocol is also known as exponential 

key agreement and it was developed by Diffie and Hellman in 1976 and published in 

the ground-breaking paper "New Directions in Cryptography." The protocol allows two 
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users to exchange a secret key over an insecure medium without any prior secrets. 

 

The protocol has two system parameters p and g. They are both public and 

may be used by all the users in a system. Parameter p is a prime number and parameter 

g (usually called a generator) is an integer less than p, with the following property: for 

every number n between 1 and p-1 inclusive, there is a power k of g such that n= g
k
 

mod p. 

1. Suppose A and B want to agree on a shared secret key using the Diffie-Hellman 

key agreement protocol. They proceed as follows. 

First, A generates a random private key X. and B generates a random private Key Xb. 

Both X, and Xb are drawn from the set of integers. Then they derive their public keys 

using parameters p and g and their private keys. 

2. A's public key Ka = g
x
a mod p and 

3. B's public key kb g
x
b mod p, Now they can compute secret key, 

4. A computes secret key K1 = (Kb) 
x
a mod p, and 

5. B computes secret key K2 = (Ka); mod p.  

Now these two calculations produce identical results:  

K1 = (Kb )
x
a mod p 

= (g
x
b mod p)

x
a mod p 

= (gXb )2C, mod p 

= (g Xa Xb mod p 

=K2 

          K1 = K2 

 

The Diffie-Hellman key exchange is vulnerable to a man-in-the-middle 

attack. In this attack, an opponent C intercepts A's public key and sends her own public 

value to B. When B transmits his public key, C substitutes it with her own and sends it 
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to A. C and A thus agree on one shared key and C and B agree on another shared key. 

After this exchange, C simply decrypts any messages sent out by A or B, and then reads 

and possibly modifies them before re-encrypting with the appropriate key and 

transmitting them to the other party. This vulnerability is present because Diffie-

Hellman key exchange does not authenticate the participants. Possible solutions 

include the use of digital signatures and other protocol variants. 

 

Suppose that user A wishes to set up a connection with user B and use a 

secret key to encrypt messages on that connection. User A can generate a one-time 

private key Xt, , calculate Ka, and send that to user B. User B responds by generating a 

private value Xb calculating Kb, and sending Kb to user A. Bothusers can now calculate 

the key. The necessary public values p and g would need to be known ahead of time. 

Alternatively, user A could pick values for p and g and include those in the first 

message. 

EXAMPLE 1 

 

Users A and B use the Diffie-Hellman Key Exchange Technique with a 

common prime p =71 and a primitive root g =7. 

Find 

(i) If User A has a private key LA = 5, what is A's Public Key MA. 

(ii) If User B has a private key LB = 5, what is A's Public Key MB. 

(iii) TA/hat is Shared Secret Key. 

 

Solution. 

(i) A's Public Key MA 

MA = g
L
A mod p 

= (7)
5
 mod 71 

= 16087 mod 71 

= 51 



78 

 

(ii) B's Public Key 

MB  = g
L
B mod p 

= (7)
12

 mod 71 

= 3841287201 mod 71 

 =4 

(iii) Shared Secret Key 

At user A K = (MB)
LA

 mod p 

=(4)5 mod 71 

= 1024 moct71  

=30 

 

Users A and B use the Diffie-Hellman Key Exchange technique with a common 

prime p = 23 and a primitive root g= 5. Find secret key if Xa = 6 and Xb = 15. 

A's Public Key Ka = g
x
a mod p 

   = 5
6
 mod 23 = 8 

B's Public Key Kb = g
X
b mod p 

     = 5
15

 mod 23 =19 

A computes secret K= Kb
Xa

 mod p 

= 19
6
 mod 23 = 2 

B computes secret K = Kb
x
b mod p 

    =8
15

 mod 23 = 2 

 

4.4      ELGAMEL ENCRYPTION  

 

Diffie-Hellman key exchange is based on the public–key cryptography used 

in asymmetric key encryption algorithm in which the Elgamel encryption system of 

cryptography is used. It was developed by Taher Elgamel in 1985. Elgamel encryption 

is used in the free GNU Privacy Guard software, 'recent versions of PGP, and other 

cryptosystems. The Digital Signature Algorithm is an alternative of the Elgamel 

signature scheme, which is not same as with Elgamel encryption.  
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Elgamel encryption can be defined over any cyclic group G. Its security 

depends upon the difficulty of a certain problem in G related to computing discrete 

logarithms. Elgamel encryption consists of three parts - key generator, encryption 

algorithm, decryption algorithm. 

Key Generation. The key generator works as follows: 

- A generates an efficient description of a multiplicative cyclic group G of order 

q with generator g. 

- A chooses a random x from (0, 1 ... q —1) 

- A computes h = g
x
 . 

- A publishes h, along with the description of G, q, g, as her public key x. A 

retains x as her private key which must be kept secret. 

 

Encryption. The encryption algorithm works as follows: to encrypt a message m to A 

under her public key (G, q, g, h) 

- B chooses a random y from (0, 1 ... q —11, then calculates c1 = gY 

- B calculates the shared secret s = h'. Since a new S' is computed for every 

message. "S" is also called an ephemeral key. 

The steps above can be computed ahead of time. 

- B converts his secret message in into an element in' of G. 

- B calculates c2 = m
i
 .s. 

- B sends the ciphertext (c1, c2) to Alice. 

 

Decryption. The decryption algorithm works as follows: to decrypt a ciphertext (c1, 

c2) with her private key, x: 

- A calculates the shared secret s  

- and then computes m' = c2 . s
1
 which she then converts back into the plaintext 

message, 'in'. 

 

The decryption algorithm produces the intended message, since 

C2.s
-1

=m’ h
y
 (g

xy
)
-1

 = m
r
 g

ry
 g

xy
= M

1    
(4.12) 

 

The Elgamel cryptosystem is usually used in a hybrid cryptosystem i.e., the 
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message itself is encrypted using a symmetric cryptosystem and Elgamel is then used 

to encrypt the key used for the symmetric cryptosystem. This allows encryption of 

messages that are longer than the size of the group G. 

 

4.4.1    Security 

 

The security of the Elgamel scheme depends on the properties of the 

underlying group G as well as any padding scheme used on the messages. If the 

computational Diffie-Hellman assumption holds in the underlying cyclic group G, then 

the encryption function is one-way. If the decisional Diffie-Hellman assumption 

(DDH) holds in G, then Elgamel achieves semantic security. Semantic security is not 

implied by the computational Diffie-Hellman assumption alone. See decisional Diffie-

Hellman assumption for a discussion of groups where the assumption is believed to 

hold. 

Elgamel encryption is unconditionally malleable, and therefore is not secure 

under chosen cipher text attack. For example, given an encryption (c1, c2) of some 

(possibly unknown) message m, one can easily construct a valid encryption (c1, 2c2) of 

the message 2m. To achieve chosen cipher text security, the scheme must be further 

modified, or an appropriate padding scheme must be used. Depending on the 

modification, the DDH assumption may or may not be necessary. 

 

Other schemes related to Elgamel which achieve security against chosen 

cipher text attacks have also been proposed. The Cramer—Shoup cryptosystem is 

secure under chosen cipher text attack assuming DDH holds for G. Its proof does not 

use the random oracle model. Another proposed scheme is DHAES, whose proof 

requires an assumption that is weaker than the DDH assumption. 
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4.4.2    Efficiency 

 

Elgamel encryption is probabilistic, meaning that a single plaintext can be 

encrypted to many possible cipher texts, with the consequence that a general Elgamel 

encryption produces a 2:1 expansion in size from plaintext to cipher text. Encryption 

under Elgamel requires two exponentiation; however, these exponentiations are 

independent of the message and can be computed ahead of time if need be. Decryption 

only/requires one exponentiation: 

 

4.4.3     Decryption 

 

 

The division s by can be avoided by using an alternative method for 

decryption. To decrypt (c1, c2) a ciphertext with Alice's private key x, 

• A calculates s' =C1
(a-x)

 

• S' is the inverse of s. This is a consequence of Lagrange's theorem, because s.s' 

=g
x
.gq

-x
 =gq =1 

• A then computes m' = c2 . s', which she then converts back into the plaintext 

message m. 

 

4.5     DNA CRYPTOGRAPHY  

 

As modern encryption algorithms are broken, the world of information 

security looks in new directions to protect the data it transmits. The concept of using 

DNA computing in the fields of cryptography and steganography has been identified as 

a possible technology that may bring forward a new hope for unbreakable algorithms. 

Is the fledgling field of DNA computing the next cornerstone in the world of 

information security or is our time better spent following other paths for our data 

encryption algorithms of the future? Research has been performed in both 
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cryptographic and steganographic situations with respect to DNA computing. The 

constraints of its high tech lab requirements and computational limitations combined 

with the labour intensive extrapolation means, illustrate that the field of DNA 

computing is far from any kind of efficient use in today’s security world. DNA 

authentication on the other hand, has exhibited great promise with real world examples 

already surfacing on the marketplace today. The world of encryption appears to be ever 

shrinking. Several years ago the thought of a 56-bit encryption technology seemed 

forever safe, but as mankinds’ collective computing power and knowledge increases, 

the safety of the world’s encryption methods seems to disappear equally as fast. 

Mathematicians and physicists attempt to improve on encryption methods while 

staying within the confines of the technologies available to us. Existing encryption 

algorithms such as RSA have not yet been compromised but much fear the day may 

come when even this bastion of encryption will fall. There is hope for new encryption 

algorithms on the horizon utilizing mathematical principles such as Quantum Theory 

however the science of our very genetic makeup is also showing promise for the 

information security world.  

 

The concepts of utilizing DNA computing in the field of data encryption and 

DNA authentication methods for thwarting the counterfeiting industry are subjects that 

have been surfacing in the media of late. How realistic are these concepts and is it 

feasible to see these technologies changing the security marketplace of today? 

 

DNA-based Cryptography which puts an argument forward that the high 

level computational ability and incredibly compact information storage media of DNA 

computing has the possibility of DNA based cryptography based on one time pads. 
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They argue that current practical applications of cryptographic systems based on one-

time pads is limited to the confines of conventional electronic media whereas as small 

amount of DNA can suffice for a huge one time pad for use in public key infrastructure 

(PKI).  

To put this into terms of the common Alice and Bob description of secure 

data transmission and reception, they are basing their argument of DNA cryptography 

on Bob providing Alice his public key, and Alice will use it to send an encrypted 

message to him. The potential eavesdropper, Eve, will have an incredible amount of 

work to perform to attempt decryption of their transmission than either Alice or Bob.  

 

Public key encryption splits the key up into a public key for encryption and a 

secret key for decryption. It's not possible to determine the secret key from the public 

key. Bob generates a pair of keys and tells everyone his public key, while only he 

knows his secret key. Anyone can use Bob's public key to send him an encrypted 

message, but only Bob knows the secret key to decrypt it. This scheme allows Alice 

and Bob to communicate in secret without having to physically meet as in symmetric 

encryption methods.  

 

Injecting DNA cryptography into the common PKI scenario, the researchers 

from Duke argue that we have the ability to follow the same inherent pattern of PKI 

but using the inherent massively parallel computing properties of DNA bonding to 

perform the encryption and decryption of the public and private keys.  

 

It can easily be argued that DNA computing is just classical computing, 

albeit highly parallelized; thus with a large enough key, one should be able to thwart 

any DNA computer that can be built. This puts the idea of this form of DNA 
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computing at great risk in the field of cryptography. As well, the obstacles of utilizing 

this kind of technology outside of a lab are extremely high.  

 

4.5.1     Advantages of DNA Cryptography  

 

The DNA cryptography has a number of advantages we list below some of 

them. 

1. Speed – The Speed of a Conventional computer is approximately 100 MIPS 

(millions of instruction per second). As implemented by Adleman, combining the DNA 

strands makes the computations much more easily demonstrate, it is much more 100 

times faster than the fastest computer. The inherent parallelism of DNA computing was 

staggering. 

2. Minimal Storage Requirements – The memory density of DNA is approximately 1 

bit per cubic nanometer where in the conservative storage media it requires cubic 

nanometers to store 1 bit. 

3. Minimal Power Requirements – In DNA Computation no power is   required for the 

computation. The chemical bonds that are used for building blocks of DNA can be 

done without any power resource. There is as such no comparison between the 

conventional computers.   
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CHAPTER 5 

 

 

TRUST BASED DISTRIBUTED SYSTEM 

SECURITY APPROACH BASED  

ON SOFT COMPUTING 

 

 

 

Trust among entities of a distributed system supports secure environment. In 

this chapter, we propose an approach to compute trust values using fuzzy based 

approach. The main focus of the approach is on the dynamic behavior of trust values. 

Mutual authentication is ensured among the communicating entities using trust values. 

These trust values are transmitted securely using cryptography. The trust values have 

also been used to generate access control policies. 

 

This chapter is divided into 5 sections; section 2 defines the terminology we 

have used for defining our grid system also with the data structures used for 

maintaining the trust values. Section 3 defines the fuzzy approach used to calculate the 

trust value. Then section 4 defines the various security measures used in this 

framework. Section 5 is conclusion and future scope.  
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5.1     INTRODUCTION 

 

As discussed by Shehab et al. (2010), security methodologies in grid systems 

are an important aspect in the distributed system security research. Security features 

required in distributed system are identified as: trust, authentication, encryption and 

access control as explained by Pallickara et al. (2007). Trust is used to ensure secure 

communication in distributed system message passing as discussed in Anderson 

(2010). It can be used for implementing security methods in grid environment (Omar et 

al. (2009)). A distributed trust model has been developed by Omar et al (2009) for ad 

hoc mobile networks. A trust and access control based model for distributed system has 

been developed by implemented by Feng et al. (2008). Trust and reputation based 

access control mechanism have been discussed by Marmol and Derez (2009). For 

wireless communications, a rendezvous node based trust based security is proposed by 

Cheng et al. (2011).  A behavioral pattern based security system is proposed by Ukil 

and Arit (2011) and Uzunov et al. (2012). A new access control model is proposed by 

Aneta (2012) that ensures data security in distributed system. Trust Web Rank based 

security approach has been proposed by Karchiolo et al. (2012). Fuzzy logic can be 

used for calculating trust. Many models have been proposed to compute trust using 

fuzzy. Abdul-Rehman and Hailes (2007) have proposed a trust model where trust is 

defined in terms of direct trust and recommended trust. In our framework we have 

direct trust values based on direct communication and updated trust value based on 

direct and feedback trust values. Fixed weighted (Tang and Chen (2003)) and variable 

weighted (Liao et al. (2009)) fuzzy based models have been proposed for evaluation of 



 

trust. As evaluation param

method is used here. 

 

5.2     PROPOSED FRAMEWORK

 

A grid is composed of a numbe

referred as organizations. Each organization is an autonomous domain with 

administrative and security policies. These are denoted as vector O= {O

where, Oi is the i
th

 organization of the grid environment. These organizations comprises 

of entities. An entity is represented as 

which entity e belongs, j represents the grade of an entity within the organization x is 

used as a name for entity to differentiate from different entities. Grade of an entity 

refers to the level of trust that an organization has 

the same organization can have the same grade. 

 

Each organization has a manager. M

Grades are allotted by the organization manager, which is responsible for maintaining 

the trust values of an organization and its entities. Initially M

the entities e є Oi. Gradually, with feedbacks from communicating entities, grade is 

updated. For any entity e, we have following types of trust values:

 

(a) Initial Trust Value: The Trust value assigned for it by any entity with which no 

communication has occurred in the past. They are based on authentication queries

which are either 0 or t

transaction.  
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trust. As evaluation parameters have dynamic significance, hence variable weighted 

PROPOSED FRAMEWORK 

rid is composed of a number of independent domains. T

referred as organizations. Each organization is an autonomous domain with 

administrative and security policies. These are denoted as vector O= {O

organization of the grid environment. These organizations comprises 

of entities. An entity is represented as if where i represents the organization to 

which entity e belongs, j represents the grade of an entity within the organization x is 

used as a name for entity to differentiate from different entities. Grade of an entity 

refers to the level of trust that an organization has over its own entity. Two entities of 

the same organization can have the same grade.  

Each organization has a manager. Mi denotes the manager of organization O

Grades are allotted by the organization manager, which is responsible for maintaining 

trust values of an organization and its entities. Initially Mi assigns same grades to all 

. Gradually, with feedbacks from communicating entities, grade is 

For any entity e, we have following types of trust values: 

Trust Value: The Trust value assigned for it by any entity with which no 

communication has occurred in the past. They are based on authentication queries

either 0 or t0. The scope of these values is before completion of any 

eters have dynamic significance, hence variable weighted 

r of independent domains. These domains are 

referred as organizations. Each organization is an autonomous domain with its own 

administrative and security policies. These are denoted as vector O= {O1, O2, O3….. On}, 

organization of the grid environment. These organizations comprises 

sents the organization to 

which entity e belongs, j represents the grade of an entity within the organization x is 

used as a name for entity to differentiate from different entities. Grade of an entity 

over its own entity. Two entities of 

denotes the manager of organization Oi. 

Grades are allotted by the organization manager, which is responsible for maintaining 

assigns same grades to all 

. Gradually, with feedbacks from communicating entities, grade is 

 

Trust Value: The Trust value assigned for it by any entity with which no 

communication has occurred in the past. They are based on authentication queries 

. The scope of these values is before completion of any 



 

(b) Direct Trust Value: The Trust generated after an entity has carried out a job. It is 

based on, initial trust, job success rate, error rate, turnaround time. Its value ranges 

from   [t0, 1] and the scope of these values is before completion of job. 

 

(c) Reputation: It depends on trust values by other entities. Its

feedbacks after job completion, trust on an organization and grade within organization. 

Further, for any organization, we have various trust values, 

(a) Initial trust value: It is based on the authentication queries from the highest grade 

entity. In case, all entities are of the same grade, randomly any entity can be 

selected.  

(b) Direct Trust Value: With the competition of job, direct trust values of entitie

organization are updated.

(c) Direct Trust for O

entities of Oi). 

 

The description of the data structures are as follows: Direct Trust Matrix. 

 

An entity 

 

 

where columns represents the communicating entities and rows represents the contexts 

of communications. Above matrix represents that 

C1 and 0.2 for context C

point of  
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ect Trust Value: The Trust generated after an entity has carried out a job. It is 

based on, initial trust, job success rate, error rate, turnaround time. Its value ranges 

, 1] and the scope of these values is before completion of job. 

ation: It depends on trust values by other entities. Its

feedbacks after job completion, trust on an organization and grade within organization. 

or any organization, we have various trust values,  

Initial trust value: It is based on the authentication queries from the highest grade 

entity. In case, all entities are of the same grade, randomly any entity can be 

Direct Trust Value: With the competition of job, direct trust values of entitie

organization are updated. 

Direct Trust for Oi = Aggregate function (direct trust values of all communicating 

The description of the data structures are as follows: Direct Trust Matrix. 

 has a trust matrix 

 

 

where columns represents the communicating entities and rows represents the contexts 

of communications. Above matrix represents that has 0.5 trust over 

.2 for context C2. So, we can say that entity  is better for context C

ect Trust Value: The Trust generated after an entity has carried out a job. It is 

based on, initial trust, job success rate, error rate, turnaround time. Its value ranges 

, 1] and the scope of these values is before completion of job.  

ation: It depends on trust values by other entities. Its value depends on 

feedbacks after job completion, trust on an organization and grade within organization.  

Initial trust value: It is based on the authentication queries from the highest grade 

entity. In case, all entities are of the same grade, randomly any entity can be 

Direct Trust Value: With the competition of job, direct trust values of entities of 

= Aggregate function (direct trust values of all communicating 

The description of the data structures are as follows: Direct Trust Matrix.  

where columns represents the communicating entities and rows represents the contexts 

.5 trust over for context 

is better for context C1 in view 



 

 

Feedback Matrix:  this matrix is sent to the manager of the entity’s organization. For 

example, let us assume that 

communications its will generate feedbacks and send it to M

the received feedback matrices and send to M

 

 

So in the above matrix we can see, that column represents all the entities of 

organization Oi. With respect to different contexts, tru

entities with which communication took place. Since there was no communication of 

  with  in terms of C

 

Update Trust Matrix: This matrix is generating by updating the tr

with the feedbacks received from different entities. So a join operator is used here to 

get a combined result from both the matrices. 

Updated Trust Matrix = Trust Matrix (+) feedback matrix, here (+) represents join 

operator.  

 

5.3 APPLYING FUZZY INFERENCE ENGINE IN TRUST 

 

It is a variable weight based fuzzy evaluation.
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atrix:  this matrix is sent to the manager of the entity’s organization. For 

s assume that   ε Oj communicates with �e ε O

its will generate feedbacks and send it to Mj .  M

the received feedback matrices and send to Mi. 

So in the above matrix we can see, that column represents all the entities of 

With respect to different contexts, trust values are assigned to the 

entities with which communication took place. Since there was no communication of 

in terms of C3 hence it takes value as NA.  

Update Trust Matrix: This matrix is generating by updating the tr

with the feedbacks received from different entities. So a join operator is used here to 

get a combined result from both the matrices.  

Updated Trust Matrix = Trust Matrix (+) feedback matrix, here (+) represents join 

FUZZY INFERENCE ENGINE IN TRUST 

It is a variable weight based fuzzy evaluation. 

 

atrix:  this matrix is sent to the manager of the entity’s organization. For 

Oi then, based on its 

.  Mj will aggregate all 

 

So in the above matrix we can see, that column represents all the entities of 

st values are assigned to the 

entities with which communication took place. Since there was no communication of 

Update Trust Matrix: This matrix is generating by updating the trust matrix 

with the feedbacks received from different entities. So a join operator is used here to 

Updated Trust Matrix = Trust Matrix (+) feedback matrix, here (+) represents join 

COMPUTATION 



 

5.3.1 Computation of 

 

 Direct Trust depends on following parameters, initial trust, job success rate, 

error rate, turnaround time. Now we need to assign weights to these parameters. 

Importance of a parameter depends on the instant of time, the trust value is computed. 

For example, if two entities are going to compute for the first time, then whole 

weightage will be given to initial trust value. Whereas after few successful job 

completions initial trust will have least weightage. Therefore, these weights will be 

variable. Wi is weight for Evaluation parameter E

evaluation parameter vector. Value of evaluation is denoted as u

{0, µm}. So,  

When Ei is best u

When Ei is worst 

Μi will be a non increasing differential function in (0,µ

λi (u) < 0  Where u

So Wi = (u1

 

5.3.2     Computation of 

 

Say few entities of O

job, Oj entities will give feedback of O

matrix will be generated. 

Depending upon the grades of e

feedback values will be computed.

E = {f1, f2, f

  µ = {µ1, µ2, 
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Computation of Direct Trust Matrix 

Direct Trust depends on following parameters, initial trust, job success rate, 

error rate, turnaround time. Now we need to assign weights to these parameters. 

Importance of a parameter depends on the instant of time, the trust value is computed. 

le, if two entities are going to compute for the first time, then whole 

weightage will be given to initial trust value. Whereas after few successful job 

completions initial trust will have least weightage. Therefore, these weights will be 

eight for Evaluation parameter Ei, where E= (E

evaluation parameter vector. Value of evaluation is denoted as u1, 

is best ui  = µm  

is worst µi = 0 

will be a non increasing differential function in (0,µm

0  Where uε (0,µm) 

1, u2 …… un)  =      

Computation of Feedback Matrix  

Say few entities of Oj communicate with entities of Oi. After completion of 

entities will give feedback of Oi entities to Mj. On the basis of which feedback 

matrix will be generated.  

Depending upon the grades of ej entities (which would be variable); then 

feedback values will be computed. 

f3 ……..}   fi – feedback from the entity.

2, µ3 ……}    µi – grade value of i

Direct Trust depends on following parameters, initial trust, job success rate, 

error rate, turnaround time. Now we need to assign weights to these parameters. 

Importance of a parameter depends on the instant of time, the trust value is computed. 

le, if two entities are going to compute for the first time, then whole 

weightage will be given to initial trust value. Whereas after few successful job 

completions initial trust will have least weightage. Therefore, these weights will be 

where E= (E1 E2 E3 E4) is the 

1, u2, …. un  where ui ε 

m)  

. After completion of 

. On the basis of which feedback 

entities (which would be variable); then 

from the entity. 

grade value of i
th

 entity 



 

So, here weight values 

So Wi = (u

feedback for same context. So, for different contest, different matrices can be 

developed. 

 

5.3.3     Computation of 

 

We use the joint operation 

 

As, feedback will be received from diffe

 

So E = [Mf1, Mf2, ……… Mf

 

µ  = (µ1, µ2 ……… 

µ  = trust value of any organization.

So, here    weights 

So,  Wi = (u

 Figure 5.1 Space Time Diagram Values for Trust and Grade Values
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So, here weight values α grade values 

= (u1, u2 …… un) =     condition, entities provide 

feedback for same context. So, for different contest, different matrices can be 

Computation of Update Matrix  

joint operation in the following matrix.  

As, feedback will be received from different managers 

, ……… Mf12] where Mfi is feedback from M

……… µ n) 

= trust value of any organization. 

So, here    weights α     Organization trust value. 

= (u1, u2 …… un)  =     

5.1 Space Time Diagram Values for Trust and Grade Values

condition, entities provide 

feedback for same context. So, for different contest, different matrices can be 

is feedback from Mi 

5.1 Space Time Diagram Values for Trust and Grade Values 
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5.4     DEFENSE IN DEPTH SECURITY  

 

Whenever a new entity/organization wishes to be the part of grid, 

authentication is required. Security threat could be both ways, it may be possible that a 

hacker is trying to be a part of grid or, it may be possible that a legitimate user is 

getting connected to a spoofed grid component, so Mutual Authentication is required. 

In our framework authentication takes place at two levels. Time line diagram below 

shows how authentication is carried out. 

 

 

 

Figure 5.2 Time Line Diagram for Mutual Authentication 
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Level 1: Whenever a new entity wishes to join a grid, it will send request to 

particular grid entity to which it wants to communicate. This grid entity will check for 

authentication, by generating certain queries. Only legitimate user will have the correct 

answers to those queries. In case correct responses are received, grid entity will sent 

initial trust value (to).Else if wrong response will be there then grid entity will assign 

trust = 0, and an alarm will be generated for all grid entities informing about this 

unidentified entity. 

 

 

 Level 2: When grid entity sends the initial trust, the trust value is sent using 

public key cryptography. Therefore, an entity can have access to the trust value, only if 

it has the key to it. Suppose a hacker in any way gets the responses of initial queries, he 

will be able to cross the first level authentication, but cannot cross level 2 unless 

presence of key. 

 

Keys should be changed periodically because in grid computing, entities 

may join and leave the grid dynamically, even during the execution. So, Stateless Key 

Management can be used to securely maintain the keys. 

 

The new entity joining the grid must also be sure of the authentication of 

grid. Therefore, mutual authentication is necessary. New entity will also generate 

queries to which grid responses are checked and accordingly trust is established. Here 

also two levels of security are maintained.  

 

  



 

5.4.1     Access Control 

 

Initially, a new entity will have limited access to resources corresponding to 

the initial trust t0.  As the trust values 

more access to resources.

values. The manager’s of each entity are responsible for maintaining the access control. 

Managers maintain the trust value o

feedback from its own entities.

 

Say, want to communicate to 

control. Mk checks the trust value from feedback matrices and accordingly allows 

 

5.5      TRUST VALUES

 

Updated Trust Values (UTV) is calculated using two parameters; Trust 

Value (TV) and Feedback (FB).

 

The block diagram of proposed system is as follows:

 

 

    

 

 

                       

 

 

 

 

 

 

The Membership function parameters are as follows:
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ontrol  

Initially, a new entity will have limited access to resources corresponding to 

As the trust values of a new member increases, he is allowed to get 

more access to resources. Thus, access control policies vary according to the trust 

values. The manager’s of each entity are responsible for maintaining the access control. 

Managers maintain the trust value of each entity of other organizations, on the basis of 

feedback from its own entities. 

want to communicate to then Mk is responsible for access 

checks the trust value from feedback matrices and accordingly allows 

TRUST VALUES 

Updated Trust Values (UTV) is calculated using two parameters; Trust 

Value (TV) and Feedback (FB). 

The block diagram of proposed system is as follows: 

TV 

 

                       FB 

Figure 5.3 Block Diagram of Proposed System 

The Membership function parameters are as follows: 

 

Fuzzy Rule Base 

System 

Initially, a new entity will have limited access to resources corresponding to 

of a new member increases, he is allowed to get 

Thus, access control policies vary according to the trust 

values. The manager’s of each entity are responsible for maintaining the access control. 

f each entity of other organizations, on the basis of 

is responsible for access 

checks the trust value from feedback matrices and accordingly allows   

Updated Trust Values (UTV) is calculated using two parameters; Trust 

UTV 

 

5.3 Block Diagram of Proposed System  
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Figure-5.4 Data function of TV 

 

 

 

 

Figure-5.5 Member function of TV 

 

 

 

Figure-5.6 Data function of FB 
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Figure-5.7 Member function of FB 

 

 

 

Figure-5.8 Data function of UTV 

 

 

 

 

 

Figure-5.9 Member function of UTV 

 

The Rule Base is as follows: 
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Figure 5.10 Rule Based Diagram 

 

 

TV FB UTV 

Low Low Low 

Low Avg Low 

Avg Low Avg 

Avg High Avg 

High Avg High 

High High High 

High Low Avg 

Low High Avg 

Avg Low Low 

 

 

The inference engine functioning and parameters calculation are as follows: 
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Figure 5.11 Inference engine functioning 

 

The Error cases are as follows: 

 

 

 

 

5.6    CONCLUSION  

 

Trust values have been used to carry out authentication and access control, 

ensuring a secure grid environment. Fuzzy logic concept is utilized for evaluating the 

trust. In future, we propose to work on decreasing the computations required for 

generating and updating trust values. Also reputation parameter can be added to ensure 

secure communication.  
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CHAPTER 6 

 

 

ENSURING DISTRIBUTED SYSTEM 

SECURITY USING DNA CRYPTOGRAPHY 

AND TRUST BASED METHOD 
 

 

 
Distributed system security is well implemented by trust management 

systems. There is no need for resolving identities in the authorization decisions. These 

methods are well expressing the constraints and privileges. A new trust based security 

framework extended with cryptography approaches is implemented in this chapter.  

 

6.1     INTRODUCTION 

 

The applicability of distributed systems has been increased due to the advent 

of Internet. Multiple resources are designated for this type of computing environment; 

i.e. CPU cycles, I/O bandwidth and memory. The security approaches are introduced to 

deal with all the resources available in the computing environment. Main properties of 

the distributed system are; concurrency of components, lack of global clock and 

independent failure of components. Except these issues, some other major security 

issues (Shaheb et al. (2010), Xiaoyong et al. (2011)) includes; multiple autonomous 

components, not sharing of components by all users, several points of control and 

several points of failure.  
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Different components in distributed systems are sub-divided into other sub-

components. The components are given with the multiple interfaces enabling them to 

communicate with each other. This system runs with multiple processes and these 

processes are extended on multiple processes. Local Area Network and Intranet, 

Automated Teller Machine, Network, Internet/World Wide Web and mobile and 

ubiquitous computing are different examples of distributed systems. Clients send 

request to the servers to access the data. A security mechanism is needed to hide the 

content of original message that are directly related to security and privacy. An 

authentication approach for identification of remote user has also been developed. The 

detail of service attack and mobile code security are the new challenges in the 

distributed system security. The term ‘trust’ proposed by Li and Singhal (2007) can be 

explained as a requirement for making decisions on communication with other entities. 

The approximation of trust is an important research line.  The value of trust on which 

the system may allow the interaction is another important research issue. In majority, 

the trust management is divided into two types, namely rule base system and 

Reputation System. In the rule based systems, the trust is maintained as the role that 

entity plays.  

 

6.2     TRUST MANAGEMENT 

 

In a distributed trust management system (Marmol and Perez (2009), 

Schryen et al. (2011), Marmol and Perez (2010), Aikebaier et al. (2011), Zhong et al. 

(2009), Maiden et al. (2011)); ‘trust’ is represented by rules, the rights are granted for 

the other system based on the rules in a user requesting system. 
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Specification  Naming delegation policies  

Implementation  Chain discovery certificates 

Applications PGP-PKI, AC, etc. 

          

TABLE 6.1 Rule Based Distributed Trust Management Systems 

 

This is tried to capture the psychological notion of trust in a reputation based 

trust management system. All the passed interactions are playing a big role in making a 

trust decisions. In a reputation system, evaluated participants are giving interaction and 

feedback. The positive feedbacks provide enhancement in the reputation. The 

collective experience of all participants expresses the reputation of whole system.  

 

S. 

No. 
Name of Project Description Reference 

1. 

 

 

 

 

2. 

 

 

 

3. 

 

 

 

 

 

4.  

Policy Maker 

AWK 

 

 

 

Key Note 

 

 

 

REFEREE 

 

 

 

 

 

Simple Public Key 

First example of trust 

management engine which 

processes the signed request 

which are embodied in the trust 

management system.  

Implemented for carrying out 

experimental work on Policy 

Maker.  

Credentials are used for 

designing which directly 

authorize actions in place of 

subdividing the authorization 

task in the authentication and 

access control mechanisms.  

All programming of assertions 

like polices and credentials are 

Blaze et al 

(1996) 

 

 

 

 

Blaze (2014) 

 

 

 

Chu et al (1997) 
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 Infrastructure (SPKI) explained. This is standard 

format of authorization 

certificates. 

 

Ellison et al 

(2014) 

 

TABLE 6.2 List of ongoing trust based projects 

 

6.3     PROPOSED APPROACH 

 

A model for distributed system security framework has been proposed. This 

is considered as a rule based approach for quantifying the trust values that is further 

post – processed with the help of the reputation approach.    

 

 
 

Figure 6.1 Proposed Security Framework Based on Trust 

 

 

Trust degree is the value obtained by the entity for the existing rule base as 

expressed in this framework. This is represented by 3 tuples {EID, TD, RF}.   

 

Here, EID = Entity ID, TD = Trust Degree and RF = Reputation Factor. 
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At initial level, the TD is calculated by the rule base which is updated by 

post processing using the following transfer function. 

 

 F: TD              X RF           TD 

 

Initially RF is equal to 1 and it ranges from 0 to 1 based on the calculation of 

reputation based approach.  

 

6.4     REPUTATION COMPONENT  

 

The reputation component includes the following phases; proof collection, 

reputation factor approximation, reputation confidence as discussed below.   

 

 

 

 

 

Figure 6.2 Reputation Component 

 

 

Two tuples (RFV, RC) (Figure 6.2) are used for representing Reputation 

factor (RF) where RFV is the Reputation Factor Value ranging from 0 to 1 & RC is 

represented for reputation confidence showing the authenticity of RF. 
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6.5    RULE BASED APPROACH  

 

DNA based cryptography approach has been developed by Gehari et al. 

(2004). The approach is as follows:  

 

The encoding of send message is carried out into binary. Now a random 

sequence is produced. 4 point mutation is carried out at binary plain text, now 8 point 

crossover operation is performed on the mutated B-Plain Text. The crossover mutated 

binary string is the decrypted to cipher text. In the decryption method, Decrossover and 

Demutation operation are carried out using crossover key and mutation key. 

Decrossover is the reverse of crossover operation and demutation is the reverse of the 

mutation operation.  

 

6.6    PROCEDURE FOR ENCRYPTION 

 

The encryption approach is discussed in Fig. 6.3. In Encryption procedure 

the Plain text is converted into the B-Plain text with help of Binary converse, then this 

B-Plain text generates the random sequence, on this random sequence we apply the 4 

point mutation on plain text with the help of mutation key after this mutation we apply 

the 8 point crossover between B-plain text and random sequence with the help of 

crossover key and after this we get finally the encoded text which is called as cipher 

text.  
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Figure 6.3 Encryption Operation 

 
 

6.7    PROCEDURE FOR DECRYPTION  

The Procedure for Decryption is illustrated in Fig. 6.4, in which the cipher 

text is converted into the decrossover with help of crossover key and after this with the 

help of mutation key is converted into demutation key, and after this cipher text is 

converted into the B-plain text and finally it converted into the Plain text i.e. the 

original text.  
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Figure 6.4 Decryption Operation 

 

6.8   EXPERIMENTS & RESULTS 

 

The calculation of Reputation Factor has been carried out using two 

important parameters, Reputation Factor and Reputation Confidence as discussed in 

section 6.4. the Mamdani FRBS has been used to implement and simulate an fuzzy 

system. The Block diagram is as follows:  

 

RF 

                                                                                                              TD                                                                   

 

 

RC 

 

 

Figure 6.5 Mamdani fuzzy System 

 

 

The membership functions of these input and output parameters are as 

follows: 

 

 

 

 

 

Figure-6.6 Member function of RF 

 

 

 

Mamdani Fuzzy 

System 
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Figure-6.7 Member function of RC 

 

 

 

Figure-6.8 Member function of TD 

 

 

 

 

The following Figure 6.9 shows the generated rule base. 

 

 

 

Figure 6.9 Generated rule base 
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The procedure of inference engine values and text cases of accusing are as 

follows: 

Wang Mendel Method has been used for the generation of rules which are 

further used in Rule Base for the purpose of inference engine settings. 

 

Three kinds of approaches are used to carry out the experimentation. 

Approach 1 deals with the trust based system only, approach 2 deals with 

cryptographic approach; approach 3 is the implementation of proposed approach. The 

experiment carries out the analysis of malicious node and trust value assessment. The 

results are explained below.  

 

 
 

 

Figure 6.10 Malicious Nodes Analysis 

 

 



109 

 

 
 

Figure 6.11 Trust Value Analysis 

 

 

6.9     CONCLUSION  

 

To deal with high risk security attacks in distributed systems trust based 

distributed systems are extremely applicable. Integration of cryptographic methods is 

an excellent effort towards the development of extremely secure distributed systems. 

The DNA based cryptography method is integrated with a rule based post processing 

method dealing with security attacks in the distributed systems.   
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CHAPTER 7 

 

 

CONCLUSION AND FUTURE SCOPE 
 

 

 

Implementing robust security and privacy strategies in distributed systems is 

a challenging issue. This research work makes a step forward in solving this issue by 

proposing a generic framework for multi-factor authentication to protect services and 

resources for unauthorized use. The authentication would be based on trust based 

systems. Proposed framework would not only demonstrate how to obtain secure multi-

factor authentication, but also would be addressing several prominent issues bio-

inspired computing applications. To deal with different uncertainties in the proposed 

model fuzzy logic has been used. The rule base systems are implemented using fuzzy 

knowledge base approach.   

 

The main characteristics of the proposed approaches are 

� Identification of basic security parameters.  

� Definition and implementation of security parameters and their inter-

relationships. 

� Identification of bio-inspired security issues 

� Integration of trust based model. 
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Trust values have been used to perform authentication and access control, 

ensuring a secure grid environment. Fuzzy logic concept is utilized for evaluating the 

trust. In future, authors would be working for decreasing the computations required for 

generating and updating trust values. Also reputation parameter can be added to ensure 

secure communication.  

 

Having dealt with high risk security attacks in distributed systems trust 

based distributed systems are extremely applicable. Integration of cryptographic 

methods is an excellent effort towards the development of extremely secure distributed 

systems. The DNA based cryptography method is integrated with a rule based post 

processing method dealing with security attacks in the distributed systems.   

 

I would like to conclude the present thesis with proposal that the work in the 

thesis can be extended by applying robust bio-inspired mechanisms and computational 

intelligence approaches.  
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